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Abstract

Automated technologies aim to improve the automotive industry by improving traffic flow, making the roads and the vehicles safe. One of the technologies that can enable vehicles to drive autonomously is a lane keeping assist (LKA) system that uses sensor and vehicle information to keep the vehicle in the lane. This is achieved by controlling the vehicle’s steering angle. The aim of this project is to develop, implement, and test a lane keeping controller using information acquired from a MobilEye camera mounted on the vehicle’s windshield. A linearised lateral vehicle model is developed and a controller is designed such that the vehicle maintains its position in the centre of the detected lane and orientation with respect to the lane. The resulting controller is implemented and tested in a prototype research vehicle that is equipped with a MobilEye camera. Results show that the MobilEye camera provides sufficient information to be utilised for lane keeping only if the controller is activated on highway scenarios where clear lane markings are visible on both sides of the vehicle.

Keywords - Lane Keeping Assist, MobilEye camera, autonomous vehicles, lateral control
Contents

1 Introduction .................................................. 4
   1.1 MobilEye Camera ............................................. 5
   1.2 Literature Review ............................................. 8
   1.3 Outline ...................................................... 8

2 Lateral Vehicle Dynamics ................................. 9

3 Controller Design ........................................... 13
   3.1 Desired Trajectories and Error Definition .............. 14

4 Simulink Simulations ....................................... 20
   4.1 Combined Lateral Deviation and Relative Heading Simulation ............................................. 20

5 Practical Implementation and Testing .................. 23
   5.1 Test 1 - Straight Road ....................................... 24
   5.2 Test 2 - Curved Road ....................................... 26
   5.3 Test 3 - Combined Curved and Straight Road ........... 29

6 Discussion and Conclusion ............................... 33
   6.1 Future Work .................................................. 34
   6.2 Conclusion .................................................. 34

A Derivation of Lateral Vehicle Model .................. 37

B MobilEye Connections ..................................... 40

C Model Verification .......................................... 41

D Simulink Simulations ....................................... 44
   D.1 Lateral Deviation Simulation .............................. 44
   D.2 Relative Heading Simulation .............................. 46
## Nomenclature

\[\alpha_1\] front tyre side slip angle [rad]
\[\alpha_2\] rear tyre side slip angle [rad]
\[\dot{\psi}\] Yaw Acceleration of vehicle [rad/s²]
\[\delta\] Steering angle of the vehicle [rad]
\[\dot{\psi}_h\] Derivative of relative heading between vehicle and lane
\[\dot{\psi}\] Yaw Rate of vehicle [rad/s]
\[\dot{\psi}_{des}\] Desired Yaw Rate of vehicle [rad/s]
\[\ell\] MobilEye look-ahead distance [m]
\[\psi_h\] Relative Heading between vehicle and lane [rad]
\[\psi_{h,des}\] Desired relative Heading between vehicle and lane [rad]
\[\rho\] Curvature of road [m⁻¹]
\[a_x\] Acceleration of vehicle in longitudinal direction [m/s²]
\[a_y\] Acceleration of vehicle in lateral direction [m/s²]
\[a_{y,des}\] Desired acceleration of vehicle in lateral direction [m/s²]
\[c_f\] front tyre cornering stiffness [N/rad]
\[c_r\] rear tyre cornering stiffness [N/rad]
\[DLL\] Distance to Left Lane [m]
\[DRL\] Distance to Right Lane [m]
\[F_y\] The total forces in the lateral direction [N]
\[I\] Yaw Moment of Inertia about vertical (z-) axis [kgm²]
\[ITS\] Intelligent Transportation Systems
\[l\] Wheelbase of vehicle [m]
\[LCL\] Lane Confidence of Left Lane
\[LCR\] Lane Confidence of Right Lane
\[LKA\] Lane Keeping Assist
\( M \) The Moment about vehicle Centre of Gravity
\( m \) Mass of vehicle [kg]
\( R \) Radius of Curvature [m]
\( T \) Sample Time in Discrete Time Domain [s]
\( v_x \) Velocity of vehicle in longitudinal direction [m/s]
\( v_y \) Velocity of vehicle in lateral direction [m/s]
\( x \) Position of vehicle in longitudinal direction
\( y \) Position of vehicle in lateral direction [m]
\( y_{des} \) Desired position of vehicle in lateral direction [m]
Chapter 1

Introduction

Today’s roads include various types of vehicles that contribute to a global transportation network. As the need for transportation continues, there is an increase in road traffic which has led to negative impacts in terms of a congested road network, air pollution, and high fuel consumption. This steady increase in the number of vehicles on the roads has resulted in road traffic injuries. The WHO reports more than a million fatalities worldwide due to traffic-related problems [2,10]. Road fatalities can be prevented by implementing safe technologies in vehicles that automate the driving tasks, assisting the driver. Since road accidents remain a major cause of death and injury, intelligent transport systems (ITS) play an important role in making vehicles and roads safer [4]. Statistics from the U.S. Transportation Research Board indicate that approximately 40 percent of all road fatalities occur when a single vehicle departs from the road and crashes. Additionally, sleepy and inattentive drivers are significantly more likely to be in a fatal accident compared to drivers with other performance-related factors [9]. This provides a great need for automated systems to control the steering of the vehicle such that the vehicle does not deviate from it’s current lane. In the context of this report, the vehicle will be classified as a SAE Level 2 automated vehicle [7] and as an "intelligent vehicle" that performs certain aspects of driving either autonomously or assists the driver to perform his/her driving functions more effectively, all resulting in enhanced safety, efficiency, and environmental impact [5].

The advances in vehicle technology, control systems, automotive sensing, and robotics have had a tremendous impact on automating vehicle technology to make is safer for drivers. One example of automated vehicle technology is a Lane Keeping Assist (LKA) system that automatically prevents the host vehicle from deviating from it’s current lane. This is made possible by controlling the steering angle of the vehicle while monitoring lane and vehicle parameters using sensor information. The importance of sensors for automated driving is critical in ensuring safety on the road. In order to automate systems, there must be sensors that provide reliable information that can be used with control algorithms that help keep the vehicle in the lane. In this report, a single MobilEye camera will be used as the primary sensor mounted at the top-centre of the windscreen, typically behind the rear view mirror.

The goal of this project is to utilise information from a MobilEye camera to create a simple Lane Keeping Assist (LKA) controller. The vehicle and camera will be modelled, simulated, and a simple controller will be designed and tested that will control the steering angle of a prototype research vehicle. The goal is to ensure that by controlling the vehicle steering using vehicle and camera information, it is possible to keep the vehicle within its lane.
1.1 MobilEye Camera

The MobilEye camera used is the C2-270 Driver Assistance System, seen in Figure 1.1. The vision sensor unit (camera) is mounted just behind the rear view mirror such that the maximum forward-facing view of the road is achieved. The MobilEye camera is connected via a CAN-bus connection to the processor that is also installed in the vehicle. The parameters from the MobilEye camera are then extracted and used in the algorithms on MATLAB/Simulink. The MobilEye camera does not guarantee a 100% accuracy in detecting vehicles or lanes. The MobilEye camera manual explicitly states that the driver is to maintain full concentration on the road at all times. The system does have limitations as it is intended for paved roads with "clear lane markings" [8]. Any obstruction to the camera view also affects the functionality of the camera so a clear camera view is required at all times. These limitations are unavoidable as they are sensor limitations and must be obeyed before activation of the lane keeping controller.

Table 1.1: List of Utilised MobilEye Parameters

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Definition</th>
<th>Range</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Lane Confidence Left, $LCL$</td>
<td>The confidence of the camera in the detection of the left lane</td>
<td>$0 - 3$</td>
<td>-</td>
</tr>
<tr>
<td>2.</td>
<td>Lane Confidence Right, $LCR$</td>
<td>The confidence of the camera in the detection of the right lane</td>
<td>$0 - 3$</td>
<td>-</td>
</tr>
<tr>
<td>3.</td>
<td>Distance to Left Lane, $DLL$</td>
<td>The measured distance to the left lane</td>
<td>$-40 : 0$</td>
<td>m</td>
</tr>
<tr>
<td>4.</td>
<td>Distance to Right Lane, $DRL$</td>
<td>The measured distance to the right lane</td>
<td>$0 : 40$</td>
<td>m</td>
</tr>
<tr>
<td>5.</td>
<td>Lane Curvature, $\rho$</td>
<td>Curvature of the road</td>
<td>$-0.12 : 0.12$</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>6.</td>
<td>Lane Heading, $\psi_h$</td>
<td>The relative heading between the lane and the vehicle</td>
<td>$-1 : 1$</td>
<td>rad</td>
</tr>
</tbody>
</table>

The use of the camera in this project is to detect lane markers on a road with a certain level of confidence, provide the distance to the lanes with respect to the location of the camera on the vehicle, detect the curvature and the relative heading of the lane with respect to the vehicle. The parameters utilised in this report are listed in Table 1.1. The use of these parameters to define the local position of the vehicle in the lane will be described in detail in the following chapter.

An additional feature that can be extracted from the MobilEye parameters is the lane equation. This is the equation that describes the lateral position of the detected lane as a function of the longitudinal distance. This equation is extracted from the MobilEye CAN bus protocol document [13]. Assuming an eagle eye view of the lane, the MobilEye lane equation is a quadratic function.
that describes the curvature of the two detected lanes.

\[
\text{LeftLane} = \rho x^2 + \psi_h x + DLL \\
\text{RightLane} = \rho x^2 + \psi_h x + DRL
\]

(1.1)

where \( \rho \) is the curvature of the road, \( \psi_h \) is the lane heading, \( DLL \) is the distance to the left lane, \( DRL \) is the distance to the right lane, and \( x \) is a point in the longitudinal direction of the vehicle at which the lane is detected. The curvature, \( \rho \), determines how sharp the curve in the road is and the sign of \( \rho \) determines which direction the road is curving. For positive values of \( \rho \) the lane is curving to the left (vehicle has to steer left), and for negative values of \( \rho \) the lane is curving to the right. For two different \( \rho \) values, and a constant \( \psi_h \) of 0.0001 rad in the road, the lane equation is visualised in Figure 1.2 above.

With the host vehicle positioned at point \((0, 0)\) in the figure below and facing the positive x-direction (towards the right), if the camera detects a curvature of +0.01 m\(^{-1}\), heading of 0.0001 rad, and a distance to the lanes as 2 m, then the equation of the road would be as seen by the thick red line and the thick blue line. If the camera detects a curvature of −0.01 m\(^{-1}\), heading of 0.0001 rad, and a distance to the lanes as 2 m, then the equation of the road would be the thinner red line and the thinner blue line. In this manner, the road equation is determined and the road is "detected" by the camera. The values of \( \rho \), \( \psi_h \), \( DLL \), and \( DRL \) are chosen at random to illustrate the lane equation. In reality the \( \rho \) values are much smaller to represent a wider curve in the road and the distance to the lanes are smaller to represent a narrower lane. The values are exaggerated for the figure.

The curvature value is also used to determine the Radius, \( R \) of the curve that the vehicle will be taking \([13]\). The radius of the curve is used for calculating the desired yaw rate of the vehicle, and further explained in chapter 3. The formula for the radius calculation is taken from the MobilEye CAN bus Protocol document provided with the camera product. The Radius, \( R \), is calculated...
using the formula

\[ R = \frac{1}{2\rho} \]  

(1.2)

For example, a curvature of 0.01 \( m^{-1} \) used previously, the radius would be 50 m. This can be interpreted as a road that is the circumference of a circle with a radius of 50 m. The vehicle will be required to perform steady state cornering on that curve. At the next measurement, the curvature might change and as a result the radius will change too. The smaller the curvature value, the larger the radius of the curve in the road.

The magnitude and sign of the relative heading, \( \psi_h \), determines in which direction the lane is pointing relative to the vehicle. It can be considered as the relative yaw angle between the vehicle and the road. If \( \psi_h \) is 0, it means the orientation of the lane and the orientation of the vehicle is the same. i.e. the lane and the vehicle are pointing in the same direction. If the value of \( \psi_h \) is positive, it means the vehicle is oriented towards the right. If the vehicle were to continue on its current trajectory in a straight line without any change in rotation, it would approach the right lane. The camera perceives the lane to be pointing left. In order to illustrate this, assume the road is a straight road with no curves, as shown in figure 1.3, below. The host vehicle is at the centre of the lane. At the left of figure 1.3 the host vehicle is shown to have 0 \( rad \) relative heading. The vehicle in the middle of the figure is facing the left lane and will have negative relative heading because it perceives that the lane is facing right. Similarly, the vehicle on the right of figure 1.3 is facing the right lane and perceives the lane is facing left and will therefore result in a positive relative heading.

![Figure 1.3: Lane Equation with positive, negative, and zero \( \psi_h \) values](image)

This is important to include the relative heading in the model because the orientation of the vehicle also matters, not just the lateral position, when it comes to the position of the vehicle in the lane. This has an effect on how much steering needs to be done in order to get back to the desired centre of the lane.

The MobilEye camera appears to be a good vision sensor that provides sufficient information required for LKA. Based on this information, along with vehicle information, a vehicle model can be created. The camera does some processing of the detected image and provides data via CAN bus. The disadvantage of using a MobilEye camera is that the sensor operates as a black box. The actual look ahead distance of the camera and the time delay between when the image is detected and when the data is sent out by the camera are not known. This is a problem when designing an optimal controller as it is important to know the time delay of the camera processing. Therefore, a look ahead distance is assumed for this project and used as a way to include the delay in the image processing of the camera.
1.2 Literature Review

There are a variety of lane keeping controllers that have been presented in various scenarios. However, it is important to note what type of sensor is used with the designed controller. The current state of lateral control takes two paths. One that follows the path following model that utilises sensors to detect the vehicle’s immediate surrounding and identify a path that the vehicle has to follow around various objects. The other path involves using the infrastructure and sensors to identify lane markings and use that as the reference path. The type of sensor and controllers vary accordingly and many variations can be made depending on cost constraint, time, etc.

For example, the camera model utilised in this report is presented in [6]. The paper presents a lateral control system based on vision sensors and equations that extract essential information from the sensors. The paper also studies the effect of time-delays of the vision sensor. The controllers presented in this paper are PI controllers but the data extracted from the camera are filtered. In using the MobilEye camera, only some of the data needs to be filtered as the camera itself does some processing of the image. In addition, the system presented in [12] not only uses a camera mounted on the windshield but also the radar to determine the path forward. This is particularly relevant in platooning scenarios.

On the other side, with more focus on vehicle model and control, the controller synthesised in [1] also focuses on the stability of lateral platoons so a heavy emphasis is placed on the controller design and performance. An LQR controller is synthesised and presented. Following that multiple vehicles are analysed for a platoon of infinite length and the controller was implemented and tested in a platoon of 2 vehicles.

It can be concluded that the current state of lateral control depends on the user’s cost constraint, and access to hardware required to model the vehicle, sensors, and then design a controller. The utilisation of sophisticated sensors such as LIDAR to plan a path could significantly increase the cost required for the overall system. In comparison a camera works out to be relatively cheaper. While the selection of the required sensor may vary, it is paramount that the sensor be accurate enough to give the correct information at all times while driving such that the designed controller can provide safe automated technology.

1.3 Outline

The following chapter describes the lateral dynamics that was used to simulate the host vehicle. Chapter 3 describes the controller that was designed based on the vehicle model to control the steering angle of the host vehicle, along with the desired trajectories for the vehicle states. Chapter 4 presents the simulation that was run on MATLAB/Simulink using the designed controller and the results of the simulation. Chapter 5 presents the implementation of the controller in a prototype research vehicle and results of tests conducted in the vehicle. Finally, chapter 6 discusses the results and makes recommendations for future work, along with concluding comments.
Chapter 2

Lateral Vehicle Dynamics

In order to design a controller for the lateral control of the vehicle, an accurate model of the lateral dynamics is created. A linear single track model is used to show the lateral forces and moments on the front and rear tyres. The figure below shows the lateral vehicle model taken from a set of Vehicle Dynamics lecture notes, [3]. The two front tyres are represented as one front tyre which generates a total lateral force $F_{y1}$. The same is done for the two rear tyres which generates a lateral force $F_{y2}$. The adapted SAE coordinate system is adopted to model and simulate the lateral dynamics of the vehicle.

![Linear Vehicle Model](image)

Figure 2.1: Linear Vehicle Model

From figure 2.1 above, two of the main equations of motion are considered, the sum of forces in the y-direction ($F_{y,i}$) and the moments in the z-direction, about the centre of gravity ($M_z$) and can be written as

\[
\Sigma F_{y,i} = m a_y = m (\dot{v}_y + v_x \dot{\psi}) = F_{y1} + F_{y2} \tag{2.1}
\]

\[
\Sigma M_z = I_{zz} \ddot{\psi} = aF_{y1} - bF_{y2} \tag{2.2}
\]

where $m$ is the mass of the vehicle, $a_y$ is the lateral acceleration caused by the lateral motion ($v_y$) and rotational motion ($\dot{\psi}$), $v_x$ is the longitudinal velocity, $I_{zz}$ is the vehicle yaw moment of inertia about the vertical (z-) axis of the vehicle, and $\ddot{\psi}$ is the yaw acceleration.
In addition to the vehicle dynamics model, to make the model represent the actual vehicle, a vision-based and curvature-based model is added from [6] and two more states are added to the system to represent the vehicle’s position and orientation in the lane determined from the camera sensor. This is shown in figure 2.2 below.

Figure 2.2: Vision Model

The first additional state is the lateral position of the vehicle within the lanes, and the second additional state is the relative heading between the vehicle and the lane. These parameters can be measured using the MobilEye camera. Therefore, two more equations are added to (2.1) and (2.2) to make the simulation closer to what the real vehicle would experience. From figure 2.2 above,

\[ v_y = \beta v_x + \psi_h v_x \]  
\[ \dot{\psi}_h = \dot{\psi} - v_x \rho \]

where \( \beta \) is the vehicle side slip angle about the centre of gravity, \( v_y \) is the velocity in the lateral direction, \( \psi_h \) is the relative heading, and \( \rho \) is the road curvature.

The vision-based model equations show the change in what the camera would detect as the vehicle moves in the lateral direction within the lane [6]. If the vehicle is at one side of the road then the detected relative heading value would be a certain measured value. However, if the vehicle begins to move closer to the centre of the lane, then the perceived relative heading changes. Even though the road parameters is the same, the camera will detect a different value because the position and orientation of the vehicle has changed. This is included in the simulation with the equations (2.3) and (2.4). The vision model also adds the look ahead distance of the camera \( \ell \) to the system as it is important to translate the position at which the camera detects the lane to the centre of gravity of the vehicle. The look-ahead distance, \( \ell \), is defined as the distance from the camera sensor to the look-ahead point. From figure 2.2, the perceived error in lateral position is defined as \( e_y \). This is the position of the vehicle at the point that the camera detects the lane and is described in detail in the next chapter. However, that is not the actual position of the vehicle. The centre of gravity of the vehicle is at a distance \( Y_e \) away from the centre of the lane. However, this value is only valid on the straight region of the road. When a curvature is detected, then the lateral position of the vehicle, \( Y_e \) needs to account for the perceived curvature as the relative heading is now with respect to a curved lane. Assuming the change in curvature is linear (\( \dot{\rho} = \text{constant} \)) and slow, as derived
in [6], the error in lateral position of the centre of mass of the vehicle, \( Y_e \), from figure 2.2, is defined by the equation
\[
Y_e = (e_y + \ell \tan(\psi_h)) + \frac{\ell^2}{2v_x^2}\rho \cos(\psi_h) \tag{2.5}
\]
Assuming small values for \( \psi_h \) and that \( \sin(-\psi_h) = -\sin(\psi_h) = \psi_h \) and also \( \cos(-\psi_h) = 1 \), and measuring from the distance of the centre of gravity to the look ahead point,
\[
Y_e = e_y + (a + l_c + \ell)\psi_h + \frac{\ell^2}{2v_x^2}\rho \tag{2.6}
\]
where \( a \) is the distance from the front axle to the centre of the mass of the vehicle, \( l_c \) is the distance from the front axle to the camera sensor, \( \ell \) is the distance from the camera sensor to the look ahead point, \( v_x \) is the vehicle longitudinal velocity, and \( \rho \) is the actual curvature of the road.

Since it is not possible to determine \( \ell \) for the MobilEye camera, it can be assumed to be changing with the longitudinal velocity of the vehicle in \( m/s \), every second. For example, if the vehicle is being driven at 20 \( m/s \) then the look-ahead is assumed to be 20 \( m \). The vision-based model adds curvature, \( \rho \), as an input to the model. However this is only to simulate the perceived change in road parameters as viewed by a vision sensor. The curvature, \( \rho \), is not a controlled input. The only input that can be controlled and sent to the actual vehicle is the steering angle, \( \delta \).

From (2.1) and (2.2), we can derive the states \( \dot{\psi} \) and \( \beta \). In addition, the equations (2.3) and (2.4) add the relative heading \( \psi_h \) and lateral position \( y \) as states to the model. Choosing these parameters as the states of the vehicle give an accurate representation of the vehicle that uses a vision sensor. The dynamics of the vehicle can then be written in the general state space form
\[
\begin{align*}
\dot{x} &= Ax + Bu \\
y &= Cx + Du
\end{align*} \tag{2.7}
\]
where \( \dot{x} \) represents a vector of the derivatives of the state variables, \( x \) is a vector of the state variables \( [\dot{\psi} \; \dot{\beta} \; \psi_h \; y]^T \), \( y \) is a vector of the measured outputs \( [\dot{\psi} \; a_y \; \psi_h \; y]^T \). The outputs are the measured parameters that are determined from the vehicle sensor measurements or measurements made by the MobilEye camera. The yaw rate, \( \dot{\psi} \), and the lateral acceleration, \( a_y \), are measured using the sensors in the vehicle. The relative heading, \( \psi_h \), and lateral position, \( y \), are measured using the detected lane information from Mobyle camera. In case of the simulation, they are the outputs of the vehicle model and will be used as feedback terms for the controller. Since the vehicle side slip can not be measured in the vehicle, the lateral acceleration of the vehicle will be one of the measured outputs. Using (2.3), an expression of lateral acceleration \( a_y \) is derived in terms of the states. This is also done in the simulation so that the simulation more accurately represents the vehicle.

The following state space model is created for the lateral dynamics and vision dynamics of the vehicle.

\[
\begin{bmatrix}
\dot{\psi} \\
\dot{\beta} \\
\dot{\psi}_h \\
\dot{y}
\end{bmatrix}
= \begin{bmatrix}
-\frac{a_c f }{m v_x} - \frac{b c_r}{m v_x} & -\frac{a_c f + b c_r}{m v_x} & 0 & 0 \\
-\frac{a_c f + b c_r - m a_c}{m v_x} & -\frac{a_c f - c_r}{m v_x} & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & v_x & v_x & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\psi} \\
\dot{\beta} \\
\dot{\psi}_h \\
\dot{y}
\end{bmatrix}
+ \begin{bmatrix}
\frac{a_c f}{m v_x} & 0 \\
\frac{c_f}{m v_x} & 0 \\
0 & -v_x \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta \\
\rho
\end{bmatrix} \tag{2.8}
\]

\[
\begin{bmatrix}
\dot{\psi} \\
\dot{a_y} \\
\dot{\psi}_h \\
\dot{y}
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 & 0 \\
-\frac{a_c f + b c_r}{m v_x} & 0 & 0 & 0 \\
0 & -\frac{a_c f + b c_r + m a_c}{m v_x} & 0 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\dot{\psi} \\
\dot{\beta} \\
\dot{\psi}_h \\
\dot{y}
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 \\
\frac{c_f}{m v_x} & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta \\
\rho
\end{bmatrix} \tag{2.9}
\]
Table 2.1: Estimated Vehicle Parameters for Vehicle Model

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Mass, $m$</td>
<td>1380</td>
<td>kg</td>
</tr>
<tr>
<td>2.</td>
<td>Wheelbase, $l$</td>
<td>2.70</td>
<td>m</td>
</tr>
<tr>
<td>3.</td>
<td>Distance from CoG to front axle, $a$</td>
<td>1.62</td>
<td>m</td>
</tr>
<tr>
<td>4.</td>
<td>Distance from CoG to rear axle, $b$</td>
<td>1.08</td>
<td>m</td>
</tr>
<tr>
<td>5.</td>
<td>Yaw Moment of Inertia, $I$</td>
<td>$2.6611 \times 10^4$</td>
<td>kgm$^2$</td>
</tr>
<tr>
<td>6.</td>
<td>Front wheel cornering stiffness, $c_f$</td>
<td>77000</td>
<td>N/rad</td>
</tr>
<tr>
<td>7.</td>
<td>Rear wheel cornering stiffness, $c_r$</td>
<td>130000</td>
<td>N/rad</td>
</tr>
</tbody>
</table>

For the full derivation of the state space model, see Appendix A.

The vehicle parameters have been measured or estimated and are listed in Table 2.1. These can be adapted to suit the type of vehicle that needs to be modelled. The parameters represent a 2010 Toyota Prius. The parameters listed in Table 2.1, along with the state space model are implemented in MATLAB/Simulink, and run in discrete time with a sample time, $T$ of 0.01 s.

The model created in MATLAB/Simulink is tested by placing known inputs of $\delta$ and $\rho$ to check the response of the model. A constant velocity of 20 m/s is chosen at the start of each simulation and maintained throughout the simulation because that is the expected average velocity of the vehicle while the controller is active. Known inputs of $\delta = 0$ rad, step input of $\delta = 0.001$ rad, and a sine input of $\delta = 0.01 \sin(3t)$ rad. The results of the model test is shown in Appendix C. The model can be considered valid as the simulated vehicle behaves in a similar fashion to what would be expected of an actual vehicle given the known steering angle, $\delta$, input. The linear vehicle model and camera model is valid up to lateral accelerations of 3 m/s$^2$ as the vehicle behaves linearly only during low lateral accelerations. With a verified linear vehicle model, a controller can be designed.
Chapter 3

Controller Design

The lane keeping controller that needs to be designed to control the steering of the vehicle needs to satisfy two objectives: the lateral position error needs to go to zero, and the relative heading should also go to zero so that the vehicle is close to the centre of the lane and facing in the same direction as the lane. In order to keep the controller simple, as the focus of this report is on the data output of the MobilEye to create an accurate vehicle model, a combination of P and PD controllers was chosen as the controller. This is because valid reference points can be created for each of the outputs of the vehicle model. Therefore, with the created references, along with sensors available to measure the outputs (from camera and vehicle) variable, a set of gains can be used to determine the steering angle, \( \delta \), to control the vehicle.

The lateral vehicle dynamics model from the previous chapter was implemented in Simulink. The state space model is repeated below for convenience.

\[
\begin{align*}
\dot{\begin{bmatrix}
\psi \\
\beta \\
\psi_h \\
v_y
\end{bmatrix}} &= \begin{bmatrix}
-a^2 c_f - b^2 c_r & -a c_f + b c_r & 0 & 0 \\
-a c_f + b c_r - m v_x^2 & -c_f & 0 & 0 \\
1 & 0 & v_x & v_x \\
0 & v_x & v_x & 0
\end{bmatrix} \begin{bmatrix}
\psi \\
\beta \\
\psi_h \\
v_y
\end{bmatrix} + \begin{bmatrix}
0 & 0 & ac_f & 0 \\
0 & 0 & 0 & mv_x^2 c_f \\
0 & 0 & -v_x & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
\delta \\
\rho
\end{bmatrix}
\end{align*}
\]

The first check is to find the eigenvalues of the \( A \) matrix. A constant velocity, \( v_x \), of 20 m/s is chosen because that would be the average velocity of the vehicle during most test scenarios. At this velocity, there are two eigenvalues at 0 and a pair of complex eigenvalues with negative real parts. It is observed that the two eigenvalues at 0, remain at 0 for all \( v_x \). The two complex eigenvalues in the LHP get closer to 0 as \( v_x \to 0 \) and as \( v_x \) increases beyond 30 m/s. The complex eigenvalues are related to the dynamics of the vehicle. The eigenvalues at 0 are related to the lateral position and relative heading added to the system. The important observation is that there are no right half plane poles, which means the open loop is stable. The only concern are the two poles at 0. It is also found that for all \( v_x \) between 1m/s – 30m/s, which is the expected range for the velocity of the vehicle with an active LKA controller, there are always two eigenvalues at 0 and two eigenvalues in the left half plane.

The second check is to determine the controllability and observability of the system to find out if a controller can be designed for the system and if the internal dynamics of the system can be...
observed based on the inputs and external outputs. To check for controllability, the rank of the controllability matrix, $C$, must equal the number of states, $n = 4$. To check for observability, the rank of the observability matrix, $O$, must equal the number of states, $n = 4$. The controllability matrix is determined as follows

$$\text{rank}(C) = \text{rank} \left[ B \quad AB \quad A^2B \quad \ldots \quad A^{n-1}B \right]$$

The observability matrix is determined as follows

$$\text{rank}(O) = \text{rank} \left[ C \quad CA \quad CA^2 \quad \ldots \quad CA^{n-1} \right]^T$$

Using the $A$, $B$, and $C$ matrices from the state space model, the $\text{rank}(C)$ and the $\text{rank}(O)$ are found to be 4. Therefore the system is controllable and observable.

Now that the system is found to be controllable, a controller can be designed. It was determined that because appropriate reference trajectories can be created for the output variables of the system, and the outputs of the model can be measured in the vehicle using sensors, a set of proportional and damping gains can be used to control the errors in the variables. In order to do this, the desired trajectories and errors need to be defined.

### 3.1 Desired Trajectories and Error Definition

The desired trajectories for $\dot{\psi}_{\text{des}}$ and $a_{y,\text{des}}$ are calculated based on the assumption that the road curvature is changing slowly, and that the front wheels are following the same curved trajectory because a bicycle model is used to describe the lateral dynamics [11]. In addition, from the MobilEye camera, the parameters listed in Table 1.1 are extracted and utilised for the reference trajectories for $y_{\text{des}}$ and $\psi_{h,\text{des}}$.

The $\dot{\psi}_{\text{des}}$ reference is calculated based on the curvature of the road, $\rho$, using the following equation

$$\dot{\psi}_{\text{des}} = \frac{v_x}{R} \quad (3.4)$$

where $R$ is the radius of curvature calculated from equation (1.2). Since the radius is calculated based on curvature of the road, if the road is straight, then the curvature value is $0 \; [m^{-1}]$. According to (1.2), this would provide a radius of $\infty$. This is accounted for in the simulation and when implementing in the vehicle by setting $\dot{\psi}_{\text{des}}$ to 0 if the detected curvature is $0 \; m^{-1}$. The measured value for $\dot{\psi}$ comes from the yaw rate sensor of the vehicle. The error is yaw rate is then defined as

$$e_{\dot{\psi}} = \dot{\psi} - \dot{\psi}_{\text{des}} \quad (3.5)$$

where $\dot{\psi}_{\text{des}}$ is calculated from (3.4) and $\dot{\psi}$ is measured from the vehicle.

The $a_{y,\text{des}}$ reference is calculated based on the desired yaw rate, $\dot{\psi}_{\text{des}}$, from (3.4). This is utilised because a significant lateral acceleration is desired specifically during cornering. On a straight road, the vehicle is required to have minimal rotation and minimal lateral movement so lateral acceleration is not desired. The lateral position error and relative heading errors are expected to dominate on a straight road. It is also not desired for the vehicle to accelerate in the lateral direction. Therefore, it is determined that $a_{y,\text{des}}$ be $0 \; m/s^{-1}$ on a straight road. However, during cornering, $a_{y,\text{des}}$ will follow the equation

$$a_{y,\text{des}} = v_x \dot{\psi}_{\text{des}} \quad (3.6)$$

where, $\dot{\psi}_{\text{des}}$ is the desired yaw rate calculated from (3.4). The actual lateral acceleration measurement comes from the vehicle sensor. The error is lateral acceleration can then be defined as

$$e_{a_y} = a_y - a_{y,\text{des}} \quad (3.7)$$
where $a_{y,des}$ is calculated from (3.6) and $a_y$ is measured using the vehicle sensor.

Before going on to the desired relative heading, $\psi_{h,des}$, the desired lateral position $y_{des}$ is first computed. Using information from the MobilEye camera, and the lane equation as described in equation (1.1) and figure 1.2, the equation of the left and right lanes are computed. It follows that the desired lateral position $y_{des}$ is the trajectory of the centreline between the two lanes and is therefore,

$$y_{des} = \rho x^2 + \psi_h x + 0$$

(3.8)

where 0 is the centre of the lane.

The $y$-position of the vehicle in the lane is then computed by measuring the distances to both the lanes at the look-ahead distance using the MobilEye camera. The formula gives the distance of the vehicle with respect to the centre of the lane.

$$y = \frac{|DLL| - |DRL|}{2}$$

(3.9)

The error in lateral position is then described as

$$e_y = y - y_{des}$$

(3.10)

However, this is not the actual lateral position of the vehicle. The actual lateral position of the vehicle at the centre of gravity uses the error calculated in (3.10), the look ahead distance, and the road curvature, and is described in (2.6). It is repeated below for convenience.

$$Y_e = e_y + (a + l_c + \ell)\psi_h + \frac{\ell^2}{2v_x}\rho$$

(3.11)

where $a$ is the distance from the front axle to the centre of the mass of the vehicle, $l_c$ is the distance from the front axle to the camera sensor, $\ell$ is the distance from the camera sensor to the look ahead point, $v_x$ is the vehicle longitudinal velocity, and $\rho$ is the actual curvature of the road.

From MobilEye data, it is observed that there are sudden losses in distances to the lane values even with the lane confidence is 2. In order to account for this, a virtual lane is implemented. If the MobilEye camera loses one of the lanes then a virtual lane is created to replace the lost lane. Several measurements were made by manually driving the vehicle on properly marked lanes. The driver was asked to stay in approximately the middle of the lane and the distance to both lanes were measured. This test was performed on a highway and several country roads and city roads. It was determined that the average distance to a detected lane is around 1.6 m. Therefore a virtual lane is created at 1.6 m away from the vehicle. This is utilised so that the lane keeping controller is still active on roads that only have a one lane marking in the middle of the road. For example, on roads where one side has a lane marking but the other side has a curb, rather than a lane marking. There are instances where the MobilEye detects the curb as a lane marking and gives a value for the distance to the lane. However, the confidence of that measurement drops. The virtual lane allows the lane keeping controller to be active and not require manual override from the driver. This increases the scope of MobilEye camera as it can be used for LKA on roads with only one proper lane marking. For the simulation, the virtual lane is not included as the lateral position is determined from the vehicle’s Simulink scheme.

Now the desired relative heading, $\psi_{h,des}$, can be calculated based on the lateral deviation of the host vehicle from the centre of the lane. This is because if a controller is used to control only the $y$-position of the vehicle then at the centre of the lane, the controller will not steer the vehicle, regardless of the heading. This will result in oscillations that could increase causing the vehicle to
steer into the next lane, which is undesired and dangerous. The desired heading at the centre of the lane needs to be zero meaning the vehicle is required to be oriented tangential to the lane. Therefore, the relative heading of the host vehicle needs to be based on the lateral position. This is achieved by creating \( \psi_{h,\text{des}} \) as a function of the error in lateral position. The maximum \( \psi_h \) was determined based on measurements taken with the test vehicle. The vehicle was oriented at different lateral positions on a lane and the heading was measured. This was included in the equations to determine the desired heading. This covers a range of possibilities of position and orientation that the vehicle could be at when on the road.

The lane is divided into three sections as illustrated in Figure 3.1. The section in the middle of the lane (green band) represents a region of a tuneable width in lateral distance, i.e. \( y_{\text{band}} \) m at either side of the centre of the lane. Between these limits, the desired relative heading, \( \psi_{h,\text{des}} \), is 0 rad. Within these limits it is desired that the vehicle be oriented in the same direction as the lane. If the vehicle drifts slightly away from the centre of the lane but is still within the band then the vehicle is to only correct for lateral position error and not heading error. This prevents unnecessary rotation and oscillations of the vehicle. The direction of the arrow represents the desired orientation of the vehicle if it were in that lateral position in the lane. The horizontal arrows indicate 0 rad desired relative heading.

Beyond these limits (\( |Y_e| > y_{\text{band}} \), orange bands in figure 3.1), \( \psi_{h,\text{des}} \) is a quadratic function of lateral position. A coefficient \( \psi_{h,\text{slope}} \) is added in front of the expression to determine how much the vehicle is required to rotate within the lane. The higher the \( \psi_{h,\text{slope}} \) value, the more the vehicle will be required to rotate towards the centre of the lane. This is a tuneable parameter that is created to penalise the relative heading error. This value is kept at a low magnitude as excessive rotation of the vehicle in the lane is not desired, especially at high speeds. The equation describing the desired relative heading \( \psi_{h,\text{des}} \) is

\[
\psi_{h,\text{des}} = \begin{cases} 
0, & \text{if } -y_{\text{band}} \leq Y_e \leq y_{\text{band}} \\
\psi_{h,\text{slope}}((Y_e + y_{\text{band}})^2), & \text{if } Y_e > y_{\text{band}} \\
-\psi_{h,\text{slope}}((Y_e - y_{\text{band}})^2), & \text{if } Y_e < -y_{\text{band}}
\end{cases}
\]  

\( (3.12) \)

The \( y_{\text{band}} \) is varied based on the speed of the vehicle and the curvature of the road. At high speeds, a wider band is implemented because rotation of the vehicle is not desired. If at higher speeds, a significant curvature is detected, then \( y_{\text{band}} \) is reduced slightly to allow for \( \epsilon_{\psi_h} \) to build up that would assist the vehicle to steer around the approaching corner. At lower speeds, a narrower band is implemented because more rotation is required as higher curvature values are expected. This is further elaborated when the controller is implemented in the vehicle for testing. Assigning the desired heading the values of the above function provides for a smoother driving style. It also
prevents oscillations at the centre of the lane. This also mimics the driving style of a human driver. The actual relative lane heading $\psi_h$ is MobilEye measurement. The error in relative heading is then defined as

$$e_{\psi_h} = \psi_h - \psi_{h,des}$$  \hspace{1cm} (3.13)

where $\psi_{h,des}$ is calculated from (3.12) and $\psi_h$ is measured from the MobilEye camera.

Using the above errors in the output variables, the steering angle of the vehicle can be controlled. A block scheme of the full control system is shown in Figure 3.2 below.

![Figure 3.2: Block Scheme for Simulation](image)

For the simulation, there are two inputs to the model, $u_\delta$ and $\rho$. The curvature, $\rho$, is the actual curvature of the road and is not a controlled input. The only controlled input to the model is the steering angle $\delta$. However, as described in the previous chapter, the effect of the curved road and the look ahead distance on the actual lateral position of the vehicle needs to be simulated. This is computed in the 'Lateral Position' block just before the controller using equation (3.11).

The controller can be designed as a weighted sum of the errors in lateral position $Y_e$ from (3.11), relative heading from (3.13), yaw rate from (3.5) and lateral acceleration from (3.7). The controller for the steering angle, $\delta$, is shown in the figure below where, $K_P1$, $K_D$, $K_P2$, and $PD$ are gains that are manually tuned, and $p$ is a tuneable parameter for a first order filter. Since the relative...
heading can be considered as the yaw angle between the vehicle and the lane the relative heading, $\psi_h$, and the yaw rate, $\dot{\psi}$, form a PD controller. The gain for error in relative heading is $K_{P1}$, the gain for error is yaw rate is $K_D$. For the lateral acceleration, $a_y$, a simple proportional gain $K_{P2}$ is used. The error in lateral position, $Y_e$, is controlled using a PD controller with the proportional gain on lateral position and a derivative gain for the derivative of lateral position error. This can be considered as the error in lateral velocity $v_y$. Therefore, the error in lateral position $Y_e$ and the lateral velocity, $v_y$, form a PD controller. It is predicted that if only a P controller is used to control the lateral position then high oscillations in lateral position will be expected and this is not desired, nor is it considered safe. Therefore, $v_y$ is extracted as an output from the model and added to the existing 4 outputs. Therefore the output vector, $\mathbf{y}$, from (3.3), changes from $[\dot{\psi} \quad a_y \quad \psi_h \quad y]^T$ to $[\dot{\psi} \quad a_y \quad \psi_h \quad y \quad v_y]^T$. This is done only for the simulation. The primary goal is to control the steering angle such that errors in lateral position and relative heading go to 0 rad. The controllers needs to control the error in position such that the vehicle goes to the centre of the lane. In addition, it needs to control the orientation such that the vehicle is oriented in the same direction as the lane. The low pass filter is added to provide a smoother steering input to the vehicle and to remove the expected noise from the vehicle sensors. The response of the system is checked after the set of gains is implemented. This can be seen in the figure below. Given the initial conditions $[\dot{\psi} = 0 \quad \beta = 0 \quad \psi_h = 0]^T$, the response is plotted in Figure 3.4. The initial conditions of the lateral position are varied from $y_0 = -0.5 \, m$ to $y_0 = -0.25 \, m$ and $y_0 = -0.1 \, m$. The initial

![Figure 3.4: Response of system with given initial conditions](image_url)
conditions state that the vehicle is $y_0$ m away from the centre of the lane towards the left lane and is facing in the same direction as the lane ($\psi_h = 0$). All the states gradually converge to the equilibrium point (0,0,0,0) in approximately 6 seconds and the set of gains determined will bring the vehicle back to the centre of the lane. There is a change in relative heading, $\psi_h$ (bottom left in figure 3.4), which increases and then settles back to 0 rad. This is expected because the vehicle rotates to face the centre of the lane. As the lateral position reaches 0 m, the centre of the lane, the heading also goes to 0 rad. This means that the vehicle corrects itself by rotating back to the same direction as the lane. The system can be considered stable as the closed loop eigenvalues are all in the negative left half plane. Various scenarios can now be simulated on Simulink.
Chapter 4

Simulink Simulations

For the simulation in MATLAB/Simulink, the same block and control schemes of figures 3.2 and 3.3 is used. The criteria for evaluation during the simulation are as follows:

Table 4.1: Criteria to evaluate simulations

<table>
<thead>
<tr>
<th>No.</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>The vehicle must get back to the centre of the lane</td>
</tr>
<tr>
<td>2.</td>
<td>The vehicle should not oscillate about the desired lateral position set-point</td>
</tr>
<tr>
<td>3.</td>
<td>The vehicle should orient itself with the lane</td>
</tr>
<tr>
<td>4.</td>
<td>The controller should work at expected driving speeds (10 - 20 m/s)</td>
</tr>
<tr>
<td>5.</td>
<td>The steering angle values should be small at high speeds</td>
</tr>
</tbody>
</table>

Multiple simulations are run to show various situations that a vehicle might encounter when on the road. One simulation is presented in this chapter while two others are presented in Appendix D.

The vehicle is simulated at 3 constant velocities of 10 m/s, 15 m/s, and 20 m/s. The controller is expected to be active during these driving velocities and therefore these are ideal velocities to be simulated. In addition, lateral offsets and relative heading offsets are chosen at values that are expected during a real driving scenario as initial conditions for the simulation. For example, the vehicle will not be in the centre of the lane when the controller is activated or the vehicle may be in the centre of the lane but could be oriented facing one of the lanes.

4.1 Combined Lateral Deviation and Relative Heading Simulation

This simulation is conducted to simulate what the vehicle would do if there is both a lateral offset and a relative heading offset. This means that at the start of the simulation, the vehicle is not at the centre of the lane and is facing one of the lanes. This would require that the vehicle correct both laterally and rotationally to get back to the centre of the lane. The lateral offset of 0.2 m is chosen which means the vehicle will be closer to the right lane. The vehicle will have a positive initial heading of $\psi_{h,0} = 0.002 \text{ rad}$ which means it will also be facing the right lane (away from the centre of the lane).
Table 4.2: Parameters for combined lateral deviation and relative heading simulation

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Acceleration, $a_x$</td>
<td>0</td>
<td>m/s²</td>
</tr>
<tr>
<td>2.</td>
<td>Curvature, $\rho$</td>
<td>0</td>
<td>m⁻¹</td>
</tr>
<tr>
<td>3.</td>
<td>Initial Heading, $\psi_{h,0}$</td>
<td>0.002</td>
<td>rad</td>
</tr>
</tbody>
</table>

![Lateral Position of Vehicle in Lane](image1.png)

(a) Lateral Position of Vehicle in Lane

![Steering Angle of Vehicle](image2.png)

(b) Steering Angle of Vehicle

Figure 4.1: Simulation Results for Combined Lateral Deviation & Relative Heading Simulation

From the simulation results shown in figures 4.1 and 4.2, it can be seen that the vehicle corrects itself back to the centre of the lane and corrects its orientation to that of the lane. From the lateral position plot (4.1a), it can be seen that the vehicle increases in lateral position at the start of the simulation. This is expected due to the initial conditions provided. The vehicle needs to travel that extra distance in the lateral direction because the initial heading specifies that the vehicle is facing the edge of the lane rather than the centre of the lane. In order to correct itself for position and heading, the steering angle plot (figure 4.1b) shows that the vehicle has a maximum value of $-0.008 \text{ rad} = -0.458 \text{ deg}$ steering wheel angle. This is quite a harsh steering value for a vehicle travelling at 20 m/s. The vehicle corrects itself immediately. Once again, this is due to the nature of the controller that is determined as a set of gains. Initially, the error in lateral position and relative heading is very high and as a result, the steering angle required to correct the vehicle is also high. As the velocity of the vehicle increases, and the simulation is run, the vehicle travels a larger amount in the lateral direction. This can be seen in figure (figure 4.1a) as the green line, representing the vehicle at 20 m/s, moves further than the blue line, representing the vehicle at 10 m/s. As the error builds, the controller calculates a higher steering angle in order to quickly correct the vehicle such that it goes back to the centre of the lane.

From the relative heading plot (top left in figure 4.2), it can be seen that the initial relative heading values (0 - 0.5 s) show that the vehicle is facing the right lane. However, the values go to 0 rad and the relative heading values then become negative. This means that, due to the controller, the vehicle rotates such that the vehicle is now going towards the centre of the lane. As a result, the lane is perceived as the facing towards the right. These values settle to 0 rad as the vehicle reaches the centre of the lane indicating that the vehicle smoothly goes back to the centre of the lane and no oscillations occur. The lateral acceleration plot (bottom plot in figure 4.2) shows that the lateral acceleration experienced by the vehicle is approximately $-0.4 \text{ m/s}^2$. This is a relatively high value for lateral acceleration. However, this is expected as the steering angle value of the vehicle is also high. This is due to the nature of the controller and the need for the controller to correct for the initial high error values.
From the above simulation, and the additional simulations presented in Appendix D, it can be seen that the controller steers the vehicle back to the centre of the lane, given the initial conditions. The simulations were run with constant gain values for all three velocities. It can be concluded that static gains are not ideal for the controller. The gains need to be speed dependent as large corrections are not desired at high speeds. As a result, the gains are made speed dependent so that at high speeds, the gains are lowered to avoid large corrections and the excessive steering angles achieved during the simulation. Large corrections could lead to significant changes in position and rotation which is dangerous and not desired. The gains at higher speeds are also tuned manually.

In addition, it can also be concluded that the vehicle model created and simulated, along with the controller, can control the vehicle steering angle to keep a vehicle at the centre of the lane. The next step is to implement the controller in a test vehicle and test on a road with clear lane markings.

Figure 4.2: Relative Heading, Yaw Rate, and Lateral Acceleration Plots Combined Lateral Position and Relative Heading Simulation
Chapter 5

Practical Implementation and Testing

The testing of the controller was done on a prototype research vehicle that belongs to one of the student teams (ATeam Eindhoven) at the university. The vehicle is a Toyota Prius, pictured below, currently being used as a platform for the research and development of automated and cooperative driving technologies.

![Research Vehicle used for Testing Purposes](image)

Figure 5.1: Research Vehicle used for Testing Purposes

The vehicle is equipped with a MobilEye camera that is mounted to the windscreen. The camera has a CAN bus connection with a dSPACE real-time target machine that is onboard the vehicle. For the detailed CAN bus connections to and from the MobilEye camera, please refer to Appendix B. Via this CAN bus connection, signals from the camera can be imported to the real-time target machine where a Simulink model that contains the I/O connections, and signal processing and control algorithms runs in real time. The vehicle is also equipped with a MOVE-box which connects the
dSPACE real time target machine with the CAN bus of the car and controls the steering actuation of the vehicle. A steering angle value can be sent from the real time target machine (output of the controller, $\delta$) and the MOVE-box actuates the steering by that value. After the controller is integrated into the Simulink scheme of the vehicle, the model is built by generating C code that is uploaded to the real-time target machine that is on-board the vehicle.

The testing was conducted on the A270-N270 highway between Eindhoven and Helmond. Necessary precautions were taken to ensure that the vehicle would not steer more than a maximum value causing the vehicle to steer out of the lane by placing saturation blocks on the output of the controller. The limits to the steering angle are speed dependent. It is also ensured that the controller is only activated when the lane confidence is greater than 2 on at least one of the lanes. Due to safety protocols implemented in the MOVE-box, while the controller is activated, the driver is able to override the system at any time by simply steering manually. If, while the controller is active, the driver determines that the situation is unsafe and needs to override, then he/she may take over steering at any time to ensure their safety and the safety of the passengers. The controller would need to be reactivated manually.

Some changes were made from the simulation to when the controller was implemented in the vehicle. The output $v_y$ was not used as the vehicle does not have a sensor implemented to measure it. Instead the derivative of the error in lateral position, $Y_e$, was taken as the error in lateral velocity for the damping term in the PD controller to control lateral position. This is obtained by taking the discrete derivative of the lateral position error, $Y_e$, and using that in the simulink scheme of the vehicle. The gains for the controller were made speed dependent as it was determined in the Simulations chapter that static gains were not desired. This was due to the excessive steering that was caused at higher velocities. While the steering angles were high, they were not excessive enough to be considered dangerous. It is desired that the controller provide a smooth steering angle to the vehicle. Therefore, the gains were lowered at high speeds so the corrections would be slower. This tradeoff was acceptable and considered safe. The gains were manually tuned once again at various longitudinal velocities to determine what the gain would be for a given range of velocities of the vehicle.

5.1 Test 1 - Straight Road

This section describes the test setup and results of the first test performed with the LKA controller implemented in the vehicle. In this test, the LKA controller is activated on a relatively straight road for approximately 85 seconds of testing where there are clear lane markings on both sides of the vehicle.

The figure below, (figure 5.2), shows the test conditions for first test that was conducted on a relatively straight road. The top graph (blue line) shows the velocity of the vehicle during the test. The lower graph (red line in figure 5.2) shows the curvature of the road as detected by the MobilEye camera. The velocity is varying because the throttling and braking of the vehicle was manually controlled by the driver and is also affected by the traffic on the road during the test. Even though the model created for the simulation is a constant velocity model, the velocity for the test was only slightly varying. It is not possible to keep constant velocity on the road due to traffic conditions, and due to the vehicle being driven manually during the test. The curvature data shows values less than $0.5 \times 10^{-4} \text{ m}^{-1}$, which means the radius of the road is larger than 10000 m which would mean that the road is relatively straight, but not arrow straight. During this time it is expected that the vehicle will not steer too much as the road is relatively straight. The only steering required would be to correct the vehicle’s lateral position around the centre of the lane.

The figure below,(figure 5.3), shows the lateral position and the steering wheel angle during
this test. The lateral position graph (top plot in figure 5.3) shows the vehicle’s lateral position as measured with the camera, and the vehicle’s desired lateral position. In addition the plot shows the measured distance to the right and left lanes. The plot shows that the vehicle is a maximum of 0.2 m away from the centre of the lane for most of the test. The vehicle is still within the heading band as described in section 3.1. Within this region the desired relative heading $\psi_{h,des}$ is 0 rad. Since the lane is relatively straight, it is expected that the vehicle is only correcting for position. This can be seen over the course of the test data as the lateral position $y$ (blue line) goes closer to the desired lateral position $y_{des}$ (dashed red line). However, due to the fact that the lane is not arrow straight, it can be seen that the vehicle does not always remain at the centre of the lane. This is expected due to the changing nature of the road over the course of the test run. However, this result is acceptable as the vehicle never drifts beyond 0.2 m in the lateral direction. This is considered acceptable as the vehicle remains close to the centre of the lane and because this mimics the driving style of a human being.

The bottom plot in figure 5.3 represents the steering wheel angle of the vehicle and the steering wheel angle sent by the controller to the vehicle. The red line represents the steering angle as sent by the controller to the vehicle. The blue dashed line represents the steering angle measured by the vehicle steering wheel angle sensor. This is the raw measurement from the sensor. The $\delta$ from the controller remains around 0 rad as the vehicle’s lateral position is near the centre of the lane. However, due to the change in the lane conditions (small changes in curvature), the vehicle starts to drift away from the centre and the vehicle is required to steer again. This is due to the error in lateral position that builds up and the controller responds to that. These steering angle values are very small which ensures the car does not make sudden movements in the lateral direction, potentially causing an accident. The steering wheel angle goes to a maximum of 0.05 rad so the vehicle was required to move the steering wheel by around 3 deg. This is a small change in steering wheel angle required to correct the vehicle’s lateral position. At approximately 90 km/h, this steering correction
The steering angle appears to be bumpy because a new steering angle value is calculated every time step (0.01 s). However, it is not possible for the actuator of the steering angle to steer the vehicle at that frequency.

From the performed test, it can be concluded that the vehicle does not deviate away from the centre of the lane. However, due to the constantly changing lane conditions, there is an error of approximately 0.2 m in the lateral direction. This is acceptable as it is close to a human driving style. The steering angle corrections are not high and are considered realistic. At 90 km/h a steering wheel angle of approximately 3 deg is performed to correct the vehicle’s position. There appears to be a difference between the sensor reading and the controller output for the steering wheel angle. The calculations for the controller are taking place at 100 Hz because that is the frequency of the real-time target machine. However, the steering actuator and the steering wheel angle sensor does not work at that frequency. Therefore, these differences are seen. However, small changes of 3-4 deg is performed by the steering wheel actuator and can be measured. In addition, it was not possible to keep the velocity constant as the testing was conducted on roads with traffic. Also, the vehicle was driven manually. Despite this, the controller was able to calculate a steering angle value to send to the vehicle.

With the LKA controller working on relatively straight road conditions, it can be tested on curved regions of the highway.

### 5.2 Test 2 - Curved Road

This section describes the conditions and test results of the second test performed with the LKA controller implemented in the vehicle. In this test, the LKA controller is activated on a curved road conditions.
The figure above, (figure 5.4), shows the test conditions during the second test. The velocity of the vehicle (top plot in figure 5.4) remains around 80 km/h. It is kept as constant as possible. However, due to the changing traffic conditions, the velocity of the vehicle had to be adapted. The curvature values (bottom plot in figure 5.4) show that the curvature of the road is around $2 \times 10^{-4}$ m$^{-1}$, which corresponds to a radius of 2500 m. The positive curvature values indicate that the MobilEye detects a curve in the left direction with respect to the vehicle. Positive curvature values mean that the vehicle will be required to steer left and negative curvature values mean that the vehicle will be required to steer to the right.

While this might only be a slight curve, it is significant on a highway. It is important for the controller to steer the vehicle along the centreline of the road. As the curvature increases, $\dot{\psi}_{des}$ increases in magnitude creating a desired yaw rate for the vehicle to perform. This adds rotational motion to the vehicle that causes the vehicle to steer. In addition the lateral reference point, $y_{des}$, begins to curve as it is defined by the road equation (see Section 1.1) which includes a curvature term. The positive values of curvature move the $y_{des}$ values more to the left with respect to the vehicle’s position and as a result an error in lateral position is also created. This is then added to
the $\dot{\psi}$ to create the total lateral motion required to navigate a curved road.

The figure above, (figure 5.5), shows the lateral position and steering wheel angle results from the second test, performed on a curved road. As the vehicle approaches the corner at the start of the figure (before the 210 s mark), it can be seen that the distance to the left lane starts to increase and the distance to right lane starts to decrease. As the left turn begins, the vehicle takes approximately a second to detect the curve and begin correcting for it. However, since the vehicle is already towards the left of the centreline of the lane, the error in lateral position goes to 0 m. The road is still curving and the desired lateral position is constantly moving left as the camera detects the lanes moving in that direction. This requires a high steering wheel angle as to correct for the corner takes place at the 212 second mark. The steering angle goes to a peak value of 0.1 rad and then decreases to between around 0.05 rad. Looking at the lateral position of the vehicle in the top graph in the figure above, it can be seen that the vehicle turns along the curve and also remains at the centre of the lane. The steering wheel angle plot (bottom plot in figure 5.5) shows that the vehicle steers and the measured steering wheel angle is a constant value above 0 rad for most of the curved region of the road. However, the controller data (red line in the steering wheel angle plot in figure 5.5) shows changes in the steering wheel angle that is required of the vehicle. The gradual nature of the curved road proved a suitable test region for the LKA controller and the vehicle does correct for both lateral and rota-
tion error resulting in a smooth curve with the vehicle remaining very close to the centre of the lane.

![Test 2 - Yaw Rate Results](image1.png)
![Test 2 - Lateral Acceleration Results](image2.png)

Figure 5.6: Test 2 - Yaw Rate and Lateral Acceleration Measurements

The figure above, (figure 5.6), shows the yaw rate and the lateral acceleration plots during the curved road. Since steady state cornering is assumed, the desired yaw rate, $\dot{\psi}_{des}$ (blue line in figure 5.6a), stays around 0.01 rad/s. There are small changes and that is expected as the detected curvature values are also changing. However, assuming steady state cornering provides a suitable estimate of the yaw rate of the vehicle. This is visible in the yaw rate plot (figure 5.6a) as the desired yaw rate and the measured yaw rate are around the same value (excluding sensor noise). The measured lateral acceleration, shown in figure 5.6b, shows that a maximum lateral acceleration is only measured at the beginning when the steering is maximum due to the detected curvature in the road. Ignoring the sensor noise, the maximum lateral acceleration achieved during cornering reaches 0.6 m/s². This is acceptable as there is no jerk in the lateral direction providing smooth cornering.

The cornering test results show that the vehicle is capable of taking a corner with steady state yaw rate and lateral position. The vehicle does take the corner and maintains its position in the centre of the lane. There is a steady steering input to the vehicle through the corner which means the vehicle is steering through the corner. This test shows that the controller is capable of taking corners on the highway.

5.3 Test 3 - Combined Curved and Straight Road

This section describes the conditions and test results of the third test performed with the LKA controller implemented in the vehicle. In this test, the LKA controller is active as the vehicle is at the end of a curved region of the road and is approaching a straight section.

The figure above, (figure 5.7), shows the velocity (top plot) and curvature (bottom plot) values during the third test. The curvature values show that the values are negative (between 120 and 140 seconds) indicating a right turn, and then the curvature values go to 0 m⁻¹ indicating that the road straightens as recorded directly from the MobilEye camera.

The test results from the third test are presented in figure 5.8. The lateral position, $y$ and steering wheel angle, $\delta$ are presented. From the top plot in figure 5.8, the desired lateral position (red line) is shown, along with the measured position (blue line) and the distance to both the lanes (black lines). It can be seen that the vehicle begins at approximately 0.3 m away from the centre of the lane while still on the curved region. This is evident as there is a steering wheel angle of approximately
0.1 rad. The vehicle then detects the curvature going to 0 m⁻¹ (between 130 - 140 s). The vehicle then begins correcting for this change by setting the steering wheel angle to 0 rad. As the road is no longer a corner, the vehicle begins correcting lateral position to go towards the centre of the lane. As the vehicle corrects its position, the road continues curving very slightly (140 s to 160 s). During this time the vehicle moves across the lane to approximately 0.1 m away from the centre of the lane towards the opposite lane. In this period, the curvature values are shown to be positive. This is because the vehicle has crossed the centre of the lane and is oriented in such a way that the lane appears to be curved to the left. The road then begins to straighten and the lateral position of the vehicle goes to the centre of the lane. During this time the steering angle does not increase beyond 0.05 rad to correct for the curve in the road. The steering angle then goes to 0 rad. The lateral position of the vehicle is also approximately 0 m so no corrections are required and the vehicle maintains its position in the lane.

The figure below (figure 5.9) shows the yaw rate plot during this test. At the beginning it can be seen that there is a desired yaw rate as the vehicle is at the end of a curved road. However, as the camera begins detecting the straightening of the road, the desired yaw rate goes to 0 rad/s. This is ideal as no rotation is required on a straight road. The measured yaw rate also follows the same set of values, as seen by the red line in figure 5.9.
The third test performed showed that the vehicle was able to correct its position as a curved road straightens out without oscillations in lateral position and a relatively low steering wheel angle. This is similar to a human driver and is therefore considered acceptable.

From the simulation results we see the ideal situation of a vehicle. It is possible for the steering angle to go to 0 as the lateral position goes to 0. However, in real test cases, this is not always the case as roads are not often arrow straight. Even on relatively straight roads, the steering angle values are changing because the road curvature is changing slightly. This creates the discrepancy between the simulation results and the test results. Furthermore, since the tests were conducted on the highway, various traffic situations needed to be accounted for. For example, a constant speed could not be maintained as there were other vehicles around. It is not possible to keep constant velocity on the road due to traffic conditions, and due to the vehicle being driven manually during the test. Therefore there is a difference between the simulation setup and the test setup. However, between two samples, the velocity is not changing. Therefore, for each sample, the controller was working with one velocity value. The steering angle plots from the controller appear to be bumpy because a new steering angle value is calculated every time step (0.01 s). However, it is not possible for the actuator of the steering angle to steer the vehicle at that frequency. Furthermore, the linear model was considered in this project. This model assumes low slip and low steering angles which limits the application of the model to highway scenarios. However, the linearised vehicle dynamics and the vision model work well as a starting point as small angles are often sufficient for highway
There were some changes to the controller as the transition was made from simulation to testing. The gains utilised for the simulation were updated to be speed and curvature dependent. At high speeds the gains were lowered as too many corrections is not desired. This would cause the vehicle to oscillate within the lane. This could potentially cause the vehicle to exit the lane onto the next lane, or perhaps off the road. This is not desired and could lead to an accident. Therefore, it was important that the corrections at high speeds be small. In addition the vision model was used as works with small changes in curvature. This scenario proved best for the performance of the MobilEye camera as it works at 10 Hz. This means that the MobilEye camera gives a new value every 0.1 seconds. The frequency of the MobilEye camera is a limitation to the performance of the system and could explain why the vehicle has some difficulty in taking sharper (high curvature) corners. Therefore, the vision model is an accurate model of the MobilEye camera.
Chapter 6
Discussion and Conclusion

The controller worked on the highway scenarios smoothly without sudden jerks or oscillations. The highest steering angle is achieved the moment after the controller is activated as the initial conditions of the vehicle are random and could be anything when driving in real life. There will be a build up of error in lateral position and relative heading and the moment the controller is activated, the vehicle will begin correcting itself. This would cause the sudden steering. This is acceptable as the gains are made speed dependent and also due to hardware limitations. The highway scenario is the optimal scenario for getting the most reliable data from the MobilEye camera. During the several tests conducted on the A270-N270 highway, the vehicle was always between 70 km/h and 100 km/h, and the controller did not fail to correct the position of the vehicle in the lane. When encountering curved roads, the controller was able to steer the vehicle without letting the vehicle exit the lane. At no point did the vehicle get beyond 0.3 m away from the centre of the lane. The highway scenario included one traffic light intersection. There are lane markings through the intersection that determine which lane the vehicle should follow. However, it was noticed that the lane confidence of the lane would drop to 0 during that period. This was a temporary drop in distance to lane readings and was accounted for in the controller with the implementation of the virtual lane and the vehicle was able to navigate the traffic light intersection without any problems.

As an extra test, the same controller that was used during the highway tests was activated while the vehicle was in an urban environment. The urban environment included sharper corners with radius of between 1000 m - 1250 m. This appeared to be a problem for the camera as it could not keep up with the rapid changes in curvature. Despite the fact that there were clearly visible lane markings on either end of the lane, the camera would not keep up with the change in curvature because the camera only gives one value of curvature every 0.1 seconds. During this situation, the controller calculated a steering angle based on this curvature value and would hold that value till the next curvature value was received. This could cause the vehicle to steer for the corner, then hold that steering angle value until the next set of values were received, and then make a correction again. This proved too slow and the vehicle would move in the lateral direction closer to the outside edge of the lane by a significant amount. This is not desired as it could potentially lead to an accident. During every test performed for this corner, a manual override needed to be done because the curvature values were not updating quickly enough. This is also expected as the vision model that was used required small linear changes in curvature.

There were situations where the camera would detect the side curb as a lane. While the confidence would switch from 1 to 2 (out of a maximum of 3), the distance to the lane also varied significantly. During certain tests the distance to the curb would be measured as 0.86 m, or 2.16 m, and was not consistent. Therefore, the virtual lane was implemented and utilised in this situation. However, during instances where the confidence was 2, the controller would use the actual distance to the lane value and because that was 2 m or 0.8 m, depending on the situation, and the car would
suddenly jerk in the lateral direction. This is accounted for again with the implementation of the virtual lane. During these periods, the virtual lane of 1.6 m was used to allow the controller to be active when only one proper lane is detected.

Based on the tests performed with the MobilEye camera and the designed controller it is recommended that the camera with this controller be used only on highway scenarios where clear lane markings are visible at all times and where there are not significantly high curvatures of the road. The bicycle model is a good representation of the dynamics of the vehicle. However, it is still a linearised model and the vehicle does have nonlinear behaviour in the lateral direction. This will need to be accounted for in the future. In addition, the vision model provides an accurate representation of the camera dynamics to be modelled. Despite having limitations such as slow changes in curvature, the model provides an accurate representation of a single MobilEye camera.

6.1 Future Work

Many potential problems while lane keeping using the MobilEye camera were overcome with the designed controller, as can be seen in the test results. However, there is still potential for further improvements and changes.

One of the important things to consider is the nonlinear behaviour of the vehicle in the lateral direction. This would improve the automated functionality of the vehicle as more complicated lateral manoeuvres could be performed by the vehicle. In addition, a possible combination of sensor information could be added to the data from the MobilEye that could assist with better lane information. For example, Maps data could provide the desired route that could help with where the vehicle needs to be in terms lateral and longitudinal position. The problem with this is that accurate map information is required. An alternative is that sensors could be mounted on the vehicle on the front corners to detect possible obstacles or possible ends of the road (curbs, sidewalk, etc.) to determine the limits of the road in the lateral direction. This, added to the MobilEye information, would improve the ability of the vehicle to drive on roads where lanes are not clear or where there are no lanes on the road. This would benefit the overall autonomous functionality of the vehicle.

If the MobilEye is used for LKA as the only sensor, then a few improvements could be made to the data from the MobilEye camera before it goes to the controller. The sudden switch between distance to the lane measurements when the camera loses one of the lane is not ideal so a filtering of the distance to the lane measurements would need to be done. In addition, an estimator could be implemented to estimate the distance to the lane, if the MobilEye camera is not confident of the current distance to the lane measurement. However, this should only be applied to situations where the MobilEye camera is confident of one of the lanes but not of the other. This would benefit the performance of the controller as no sudden steering would be done and a smoother drive would be possible.

6.2 Conclusion

A linearised vehicle dynamics model was created to simulate a vehicle. A vision model was added to the vehicle dynamics model to simulate a vehicle that is equipped with a vision sensor, like the MobilEye camera. An LKA controller was designed, simulated, and tested using information only from the MobilEye camera. It can be concluded that the camera provides good, reliable information only on highways where it can be used as the primary sensor with the designed controller. The designed controller provides a smooth ride on the highway. However, in order to be used in urban environments, where changes in curvature are high and visible lane markings are not guaranteed, several recommendations have been made to adapt the model and the controller. The reliability of
the controller is directly determined by the ability of the sensors to provide accurate information. This provides an opportunity to add multiple sensors to the vehicle and using sensor fusion techniques to provide reliable information. It is important for both the sensor and the controller to be reliable so that safe Lane Keeping Assist technology can be implemented in vehicles for safe automated driving.
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Appendix A

Derivation of Lateral Vehicle Model

In this section of the report, the state space model of the lateral vehicle model is derived. It is divided into the lateral dynamics model and the camera mode. The figure below shows the lateral vehicle model. The two front tyres are represented as one front tyre which generates a total lateral force $F_{y1}$. The same is done for the two rear tyres which generates a lateral force $F_{y2}$. The adapted SAE coordinate system is adopted to model and simulate the lateral dynamics of the vehicle.

![Figure A.1: Linear Vehicle Model](image)

From figure A.1 above, two of the main equations of motion are considered, the sum of forces in the y-direction ($F_{y,i}$) and the moments in the z-direction, about the centre of gravity ($M_z$) and can be written as

$$
\Sigma F_{y,i} = ma_y = m(\dot{v}_y + v_x \dot{\psi}) = F_{y1} + F_{y2} \tag{A.1}
$$

$$
\Sigma M_z = I_{zz} \ddot{\psi} = aF_{y1} - bF_{y2} \tag{A.2}
$$

where $m$ is the mass of the vehicle, $a_y$ is the lateral acceleration caused by the lateral motion ($v_y$) and rotational motion ($\dot{\psi}$), $v_x$ is the longitudinal velocity, $I_{zz}$ is the vehicle yaw moment of inertia about the vertical (z-) axis of the vehicle, and $\ddot{\psi}$ is the yaw acceleration.

In addition to the vehicle dynamics model, to make the model represent the actual vehicle, a vision-based and curvature-based model is added from [6] and two more states are added to the system to represent the vehicle’s position and orientation in the lane determined from the camera sensor. This is shown in figure A.2 below.
The first is the lateral position of the vehicle in the lane with respect to the lanes, and the relative heading between the vehicle and the lane. These parameters can be measured using the MobilEye camera. Therefore, two more equations are added to (A.1) and (A.2) to make the simulation closer to what the real vehicle would experience.

\[ v_y = \beta v_x + \psi_h v_x \] (A.3)

\[ \dot{\psi}_h = \dot{\psi} - v_x \rho \] (A.4)

where \( \beta \) is the vehicle side slip angle about the centre of gravity, \( v_y \) is the velocity in the lateral direction, \( \psi_h \) is the relative heading, and \( \rho \) is the curvature of the road.

The general state space model is used to represent the dynamics of the vehicle and can be written in the following form

\[
\begin{align*}
\dot{x} &= Ax + Bu \\
y &= Cx + Du
\end{align*}
\] (A.5)

The following state variables are chosen \([\dot{\psi}, \beta, \psi_h, y]^T\) and inputs as \([\delta, \rho]^T\) which means equations (A.1), (A.2), (A.3), and (A.4) need to be rewritten in terms of the state variables. The lateral forces \(F_1\) and \(F_2\) are a function of the wheel side slip angle, \(\alpha_i\), where \(i\) is the front or rear wheel. This represents the cornering characteristics for linear vehicle behaviour.

\[ F_1 = c_f \alpha_1 \] (A.6)

\[ F_2 = c_r \alpha_2 \] (A.7)

The tyre side slip angle can be written as

\[ \alpha_1 = \delta - \beta - \frac{a \dot{\psi}}{v_x} \] (A.8)

\[ \alpha_2 = -\beta + \frac{b \dot{\psi}}{v_x} \] (A.9)
The above equations can be substituted in (A.1) and (A.2)

\[ m(\dot{\beta}v_x + v_x \dot{\psi}) = c_f \delta - c_f \beta - \frac{ac_f \dot{\psi}}{v_x} - c_r \beta + \frac{bc_r \dot{\psi}}{v_x} \]  

(A.10)

\[ I \ddot{\psi} = ac_f \delta - ac_f \beta - \frac{a^2 c_f \dot{\psi}}{v_x} + bc_r \beta - \frac{b^2 c_r \dot{\psi}}{v_x} \]  

(A.11)

Rewriting A.10 and A.11 such that \( \ddot{\psi} \) and \( \dot{\beta} \) is on the left hand side of the equation, and the other variables \( \beta \), \( \dot{\psi} \), and \( \delta \) are on the right hand side of the equation gives the following equations

\[ \ddot{\psi} = \delta \left( \frac{ac_f}{I} \right) + \dot{\psi} \left( -\frac{a^2 c_f - b^2 c_r}{mv_x^2} \right) + \beta \left( -\frac{ac_f + bc_r}{m} \right) \]  

(A.12)

\[ \dot{\beta} = \delta \left( \frac{c_f}{mv_x} \right) + \dot{\psi} \left( -\frac{ac_f + bc_r - mv_x^2}{mv_x^2} \right) + \beta \left( -\frac{c_f - c_r}{m} \right) \]  

(A.13)

\[ \dot{\psi}_h = \dot{\psi} - v_x \rho \]  

(A.14)

\[ v_y = v_x \beta + v_x \psi_h \]  

(A.15)

The equations A.12, A.13, A.14, and A.15 can be written in the general state space form

\[
\begin{bmatrix}
\ddot{\psi} \\
\dot{\beta} \\
\dot{\psi}_h \\
v_y
\end{bmatrix} =
\begin{bmatrix}
-\frac{a^2 c_f - b^2 c_r}{mv_x^2} & -ac_f + bc_r & 0 & 0 \\
-\frac{ac_f + bc_r - mv_x^2}{mv_x^2} & -c_f - c_r & 0 & 0 \\
1 & 0 & 0 & 0 \\
v_x & v_x & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\psi} \\
\beta \\
\dot{\psi}_h \\
v_y
\end{bmatrix} +
\begin{bmatrix}
0 & 0 \\
0 & \frac{ac_f}{mv_x} \\
0 & 0 \\
0 & 0
\end{bmatrix}
[\delta]
\]  

(A.16)

The output state matrix is determined based on what measurements are possible. Since the state variable \( \beta \) can not be measured, the output \( a_y \) will be used. The measurements of the other state variables \( \dot{\psi}, \psi_h, \) and \( y \) can be measured using sensors.

\[ a_y = \dot{v}_y + \dot{\psi}v_x = \dot{\beta}v_x + \dot{\psi}v_x \]  

(A.17)

Substituting the equation for \( \dot{\beta} \) from A.13, and writing in the state space form gives

\[
\begin{bmatrix}
\dot{\psi} \\
\dot{a}_y \\
\dot{\psi}_h \\
y
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 0 & 0 \\
\frac{ac_f + bc_r - mv_x^2}{mv_x^2} & -c_f - c_r & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\dot{\psi} \\
\beta \\
\dot{\psi}_h \\
y
\end{bmatrix} +
\begin{bmatrix}
0 & 0 \\
0 & \frac{c_f}{m} \\
0 & 0 \\
0 & 0
\end{bmatrix}
[\delta]
\]  

(A.18)

This state space model is used as the vehicle model for the simulation and determining the controller in chapters 2 and 3.
Appendix B

MobilEye Connections

The figure below show the connections of the MobilEye camera module to the MobilEye processing unit, and eventually to the vehicle. This figure is obtained from the MobilEye installation guide.

Figure B.1: MobilEye Connection Scheme
Appendix C

Model Verification

The model created in MATLAB/Simulink is tested by placing known inputs of \( \delta \) and \( \rho \) to check the response of the model. A constant velocity of 20 m/s is chosen at the start of each simulation and maintained throughout the simulation because that is the expected average velocity of the vehicle while the controller is active.

First, a \( \delta \) of 0 rad and \( \rho \) of 0 m\(^{-1}\) given to the model. This simulates the vehicle travelling at 20 m/s on a straight road with no steering at all. The vehicle state initial conditions are \[\begin{bmatrix} \dot{\psi} = 0 \\ \beta = 0 \\ \psi_h = 0 \\ y = 0.5 \end{bmatrix}^T.\]

The vehicle is 0.5 m away from the centre of the lane (closer to the right lane) and is oriented along the same direction as the lane. It is expected that the vehicle will remain at this lateral position in the lane and not move in the lateral direction, nor will it rotate about its vertical axis.
This can be seen in figure C.1 above. It can be seen that the vehicle remains at a constant lateral position for the 10 seconds that the simulation was run. During this time the vehicle travelled a longitudinal distance of 200 m. The other parameters, $\dot{\psi}$, $a_y$, and $\psi_h$ all remained at 0 and did not change.

The second simulation performed, to test the model, was a step input for $\delta$. Again, a straight road is simulated so $\rho$ remains at 0 m$^{-1}$.

The initial conditions for this simulation are $\left[ \dot{\psi} = 0, \beta = 0, \psi_h = 0, y = 0 \right]^T$. At the midpoint of the simulation (at 5 s), a step input of $\delta = 0.001\text{rad}$ will be applied to the system and maintained for the remainder of the simulation.

It is expected that the vehicle will follow a curved lateral path away from the centre of the lane due to the constant steering angle value. The constant steering is also expected to give a constant yaw rate. This can be seen in figure C.2 above. From the lateral position plot (top left, in Figure C.2 above), it can be seen that the vehicle does indeed move in a curved path. A constant steering input would result in that lateral motion. The yaw rate plot (bottom left, in Figure C.2 above), shows that the vehicle rotates as the steering angle increases and when the steering angle becomes a constant value of 0.01 rad, the yaw rate settles at approximately $7 \times 10^{-3} \text{rad/s}$. The step input is a sudden change in steering input to the vehicle model and as a result, the vehicle jerks in the lateral direction. This can be observed as the spike in the lateral acceleration plot (bottom right, in Figure C.2 above). This is due to the dynamics of the vehicle at this velocity.
The third model verification simulation that was run was with $\delta = \sin(t)$ where $\sin(t)$ is a sine wave with a predefined amplitude and frequency. An amplitude of 0.01 rad and a frequency of 3 rad/s is chosen ($\delta = 0.01\sin(3t)$). This is to simulate harsh steering in one direction and steering back to correct the vehicle. The input and the results are shown in the figure C.3 below. As

![Figure C.3: Sine Steering Input for Model Verification](image)

expected, the sine wave produces an oscillatory movement of the vehicle away from the starting position. As the vehicle steers through one time period (0 - 50 m in longitudinal position), it can be seen that the lateral position changes by 1 m. The vehicle moves 1 m away from its previous position. This can be interpreted as a lane change path. There are oscillations in $\psi$ and $a_y$ as well and this is expected as the vehicle is changing lateral position and is also rotating while doing so. The lateral acceleration reaches a peak of 1 m/s$^2$. This is a fairly high value in lateral acceleration. This is expected as a steering angle of 0.01 rad is quite a harsh steering at 20 m/s.

The model can be considered valid as the simulated vehicle behaves in a similar fashion to what would be expected of an actual vehicle given the known inputs of steering angle, $\delta$, input. The linear vehicle model and camera model is valid up to lateral accelerations of 4 m/s$^2$ as the vehicle behaves linearly only during low lateral accelerations. With a verified linear vehicle model, a controller can be designed.
Appendix D

Simulink Simulations

In addition to the simulink simulation presented above in Chapter 4, individual lateral offset and relative heading simulations were run. The simulation setup and results are presented in the sections below.

D.1 Lateral Deviation Simulation

For the first simulation, a straight road is simulated, with the initial condition applied to the lateral position. The host vehicle begins at 0.2 m away from the centre of the lane, closer to the right lane. The table below shows the parameters to create the scenario.

Table D.1: Parameters for lateral deviation simulation

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Acceleration, $a_x$</td>
<td>0</td>
<td>m/s²</td>
</tr>
<tr>
<td>2.</td>
<td>Curvature, $\rho$</td>
<td>0</td>
<td>m⁻¹</td>
</tr>
<tr>
<td>3.</td>
<td>Initial Heading, $\psi_{h0}$</td>
<td>0</td>
<td>rad</td>
</tr>
</tbody>
</table>

![Lateral Position of Vehicle in Lane](image1)

![Steering Angle of Vehicle](image2)

Figure D.1: Lateral Position and Steering Angle Plots for Lateral Deviation Simulation
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From the simulation results in figure D.1 we can see that the vehicle corrects the lateral position relatively quickly. At lower speeds, the controller is able to achieve larger steering angles but as the speed increases, the steering angle decreases. This is expected because it does not require high steering angles in order to move the vehicle to the desired lateral direction at high speeds. The model is created with low steering, low slip, and low curvature so at high speeds, the model becomes less valid. At 20 m/s, from figure D.1b the maximum steering angle achieved is -0.006 rad = -0.344 deg wheel angle = -6.5 deg steering wheel angle. The steering is not significant but at high speeds it will cause the car to move a greater amount in the lateral direction. This is seen as the steering angle quickly goes back to 0 rad. This appears to have a sudden change in steering angle and is explained because of the chosen controller. As the error in lateral position is high at the start of the simulation (0.2 m), the controller immediately corrects for that by steering. As the vehicle then moves in the lateral direction, at higher speeds, there is a quicker change in lateral direction and therefore the steering angle quickly goes back to 0 deg. It is not expected that there will be a sudden change of 0.2 m in the lateral position of the vehicle so this steering angle is allowed.

![Figure D.2: Relative Heading, Yaw Rate, and Lateral Acceleration Plots Lateral Deviation Simulation](image)

The plots for $\psi_h$, $\dot{\psi}$ and $a_y$ are also provided in figure D.2 below. These states are plotted over simulation time. From the relative heading plot (top left plot in figure D.2), it can be seen that the vehicle rotates less at higher speeds due to the change in lateral position. The vehicle is moving at a faster rate towards the centre of the lane and as a result, the vehicle orientation with respect to the lane is also correcting quickly. This is good because excessive rotation is not required as that could cause the vehicle to go beyond the centre of the lane and then cause oscillations. The relative
heading can be considered as the vehicle perceiving the change in lane heading as it corrects itself within the lane. As the car turns due to the correction for lateral position, the relative heading will change because the lane will appear differently to the camera model as the vehicle moves. However, it is important to note that the relative heading goes to 0 rad as the vehicle goes to the centre of the lane. This is backed up by the yaw rate plot (top right plot in figure D.2), which shows rotation of the vehicle but then \( \dot{\psi} \) goes to 0 rad/s. There is a sudden change in \( \dot{\psi} \) at the start of the simulation for the vehicle at 20 m/s but for a short time. This is evident as the steering angle was also large but only for a small period of time. This is again due to the controller reacting to the sudden error in position at the start of the simulation. Despite the high speed, the controller wants to correct for lateral position quickly. The lateral acceleration plot (bottom plot in figure D.2) shows that the maximum lateral acceleration performed by the vehicle is -0.3 m/s\(^2\) at 20 m/s longitudinal velocity. This is relatively high but still falls within the bounds of the model. However, the lateral acceleration plots at 10 m/s and 15 m/s show smoother changes over time.

### D.2 Relative Heading Simulation

For the second simulation, a straight road is once again simulated, with the initial condition applied to the relative heading, instead of the lateral position. The host vehicle begins at the centre of the lane \( (e_y = 0) \). However, it will have an initial heading value such that the car is oriented facing the left lane. A negative heading value means that the lane is oriented to the right of the car’s orientation. The vehicle will be simulated at 3 speeds, 10 m/s, 15 m/s, and 20 m/s. The table below shows the parameters to create this scenario.

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Acceleration, ( a_x )</td>
<td>0</td>
<td>m/s(^2)</td>
</tr>
<tr>
<td>2.</td>
<td>Curvature, ( \rho )</td>
<td>0</td>
<td>m(^{-1})</td>
</tr>
<tr>
<td>3.</td>
<td>Initial Heading, ( \psi_{h,0} )</td>
<td>-0.004</td>
<td>rad</td>
</tr>
</tbody>
</table>

From the relative heading simulation results, shown below in figure D.3, we can see that the vehicle corrects for relative heading to orient the car back to the orientation of the road. The vehicle covers a greater distance at higher speeds and also moves a greater distance in the lateral direction. This is...
expected as the vehicle is at constant speed throughout the simulation. However, the steering angle is at a higher value. This is not ideal but can be explained because the rate of change of the error in lateral position is higher at 30 m/s than it is at 10 m/s. As a result, the controller corrects for the error by steering more quickly to get the vehicle back to the centre of the lane. However, the lateral position does not exceed 0.1 m, which means the car does not travel beyond 0.1 m from its starting position. If the width of the car is taken into account along with the lane width of approximately 3.6 m, then the vehicle is still well within the limits of the lane. Once again, a small sudden change in steering angle is noticed as the steering angle settles to 0. This is again because first the controller starts to correct for the error in relative heading. However, as the vehicle continues to move further away from the lane, the controller steers even more. This happens as there is also a build up of lateral position error. At higher speeds, the vehicle will travel further and therefore the controller will want to correct even more. This explains why at higher speeds, the steering angle is at a higher initial value. However this is still within bounds and is acceptable as there is no oscillation in the lateral position plot so the vehicle continues on its trajectory towards the centre of the lane.

The lateral acceleration plot, shown in the bottom plot of figure D.4, shows that the maximum lateral acceleration reached is about 0.25 m/s² for the simulation at 20 m/s. This is approximately the same as the lateral acceleration from the previous simulation. It is relatively high as the vehicle moves in the lateral direction. This is expected as the vehicle begins facing one of the lanes. Therefore as soon as the simulation starts, the vehicle is moving further away from the centre of the lane and the controller has a build up of lateral position and relative heading error and needs to immediately correct for both. This causes the high steering angles and the lateral acceleration values. This case
also shows the problems with using proportional and derivative gains as the controller because even a small build up of error (like 0.05 m for lateral position in this scenario) will cause the vehicle to steer to correct back to the centre of the lane. Again, it is considered acceptable as the vehicle meets the simulation criteria presented in Table 4.1 above.