Microelectronic devices, such as light-emitting diodes (LED), solar cells, computer chips, etc., are indispensable in modern society. Such products are becoming smaller, thinner, and more lightweight, while their functionality is being expanded in the form of, for example, flexibility and even stretchability. The down-sizing trend results in a large variety of materials (ceramics, polymers, metals) to be fabricated in a smaller volume.

Mechanical separation of the different material layers during fabrication and usage of microelectronic devices is considered to be one of the most critical failure mechanisms. Therefore, the mechanical adhesion properties of the interfaces must be measured within the actual device in order to predict and prevent failure of the material system.

This thesis describes the development of an experimental method to measure the relevant adhesion properties in microelectronic devices. A micro-mechanical testing device is developed to trigger separation of the materials in the microelectronic product. Microscopic techniques are used to capture the separation process in the form of images. By using computer simulations of the failure process, the experimentally acquired images are used directly to quantify the adhesion properties.
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Summary

Identifying the adhesion properties of interfaces in multi-layer, microelectronic devices, e.g., light-emitting diodes, is challenging due to (1) the small-scale deformations requiring appropriate microscopic techniques, (2) the small, multi-directional forces within the different material layers and their interfaces, and (3) the complex loading conditions to which these systems are subjected during fabrication and operation. Because of the large variability in thermo-mechanical properties and fabrication-dependent loading conditions, identifying the relevant adhesion properties is most accurately done on actual microelectronic devices, rather than on dedicated specimens. This necessitates high resolution testing setups in combination with robust and accurate parameter identification tools, both of which are developed and realized in this dissertation. The strategy of investigation adopted here is to first generate virtual experimental data (by numerical methods) in order to develop and optimize the proposed methods, after which they are applied in real experiments.

The identification of mechanical model parameters can be achieved by utilizing full-field kinematic data in the form of micrographs, in combination with finite element simulations, as done in, e.g., Finite Element Model Updating (FEMU) and Integrated Digital Image Correlation (IDIC). In Chapter 2 of this work, the performances of these seemingly similar methods are compared in order to select the most appropriate of the two for mechanical characterization of microelectronic systems. Based on virtual experimentation, in which a variety of realistic error sources are investigated, it is concluded that IDIC is more reliable than FEMU, especially for cases involving the above-mentioned challenges that are typical for microelectronic devices.

The advancement of IDIC for identifying the mechanical parameters of a cohesive zone model is subsequently described in Chapter 3. The complications arising in microelectronic specimens are investigated by artificially imposing important error sources in a well-known test-case, involving a small-scale, virtual double cantilever beam specimen. Erroneous boundary conditions in the employed finite element model were identified as the most critical error source, mainly because the far-field boundary conditions applied in the experiment lie outside the microscopic field of view, and for which assumptions would be required. Instead of assuming the experimentally applied, far-field boundary conditions, a method is developed that enables adequate measurement and application of local boundary conditions in a finite element model that corresponds to the restricted, microscopic field of view. A mode-I interface delamination experiment on a real double cantilever beam specimen subsequently demonstrates that, when the elasticity parameters of the deforming cantilever beams are
known, no force data is required for accurately identifying cohesive zone parameters with the developed method.

Chapter 4 describes the extension of the method for identifying mixed-mode cohesive zone parameters from a single experiment on a small-scale, double cantilever beam specimen, i.e., without the need for performing multiple tests under different levels of mode-mixedness. Virtual experimentation provides a comprehensive understanding of the intricate role of the method’s kinematic sensitivity towards the parameters of interest. By assessing kinematic sensitivity fields, the most appropriate experimental data and boundary conditions can be utilized in order to ensure high accuracy and robustness of the identification method. The method is validated by conducting real mixed-mode bending experiments on double cantilever specimens and identify the mixed-mode cohesive zone parameters.

To mechanically deform multi-layer material/interface systems, a micro-mechanical testing apparatus, composed of commercially available piezoelectric actuators, is devised and described in Chapter 5. The testing rig can impose a variety of loading paths in different directions (resulting in tension, compression, bending, shear, out-of-plane deformation, etc.) to approach the realistic loading conditions that microelectronic systems experience during fabrication and operation. A force measuring algorithm is developed and implemented in the actuators’ controlling software, which solves the corrupting drift effects associated with piezoelectric actuators. High-resolution force measurements in all directions are thereby made possible, without the need for external force sensors. Furthermore, the compact design and the vacuum compatibility of the setup allow for in-situ testing of small-scale specimens in combination with a variety of microscopic techniques.

In Chapter 6, the realized micro-mechanical testing apparatus is used to deform a multi-layer barrier stack of a flexible, organic light-emitting diode (OLED), with the eventual goal of identifying the relevant adhesion properties by IDIC. Before parameter identification is realized, virtual experiments are conducted to simulate the loading conditions imposed by the mechanical test setup, in order to understand the required experimental conditions, as needed for reliable identification results. Subsequently, real experiments are used together with IDIC, extended with the developed methods for boundary condition application and kinematic sensitivity optimization, in order to identify the mechanical parameters of the considered material/interface system.
Samenvatting

Adhesie-eigenschappen van meerlaagse materialen en grensvlakken in micro-elektronische applicaties, zoals ledverlichting, zijn moeilijk te karakteriseren door (1) de kleinschaligheid van vervormingen waarvoor microscopische meetmethoden zijn vereist, (2) de kleine, multidirectionele krachten binnen de verschillende materiaallagen en hun grensvlakken, en (3) de complexe belastingscondities die optreden tijdens fabricage en gebruik van de applicatie. Vanwege de aanzienlijke verschillen in thermo-mechanische eigenschappen en fabricage-afhankelijke belastingscondities, worden relevante adhesie-eigenschappen nauwkeuriger gekarakteriseerd op werkelijke micro-elektronische producten dan op toegewijde proefstukken. Dergelijk onderzoek vereist daarom testopstellingen met hoge meetresolutie in combinatie met robuuste en accurate methoden om parameters te identificeren; beide zijn ontwikkeld en gerealiseerd in dit proefschrift. In de gehanteerde onderzoeksstrategie worden eerst virtuele experimenten uitgevoerd om de methodieken te ontwikkelen en te optimaliseren, om deze vervolgens toe te passen op echte experimenten.

Mechanische modelparameters kunnen het beste worden geïdentificeerd door full-field kinematische gegevens te gebruiken in de vorm van microscoopbeelden en deze te combineren met eindige elementensimulaties, zoals gedaan wordt in Finite Element Model Updating (FEMU) en Integrated Digital Image Correlation (IDIC). In Hoofdstuk 2 van dit proefschrift worden de prestaties van deze ogenschijnlijk equivalente methoden vergeleken om de meest geschikte te selecteren voor mechanische karakterisering van micro-elektronische systemen. Op basis van virtuele experimenten, waarin verschillende realistische foutbronnen worden nagebootst, wordt geconcludeerd dat IDIC betrouwbaarder is dan FEMU; met name wanneer de eerder genoemde uitdagingen van belang zijn, zoals het geval is voor micro-elektronische applicaties.

Verdere ontwikkeling van IDIC om mechanische parameters van een cohesive zone-model te karakteriseren, staat daaropvolgend beschreven in Hoofdstuk 3. Complicaties die bij micro-elektronische proefstukken optreden, worden onderzocht door op kunstmatige wijze belangrijke fouten op te leggen in een vertrouwde testcase met een kleinschalige, virtuele dubbele cantileverbalk (DCB). Er werd vastgesteld dat verkeerde randvoorwaarden in het gebruikte eindige elementenmodel de meest kritische foutbronnen zijn; voornamelijk omdat de randvoorwaarden buiten het microscoopbeeld vallen en er daarom aannames voor vereist zouden zijn. In plaats van deze externe randvoorwaarden aan te nemen, is er een methode ontwikkeld waarbij lokale randvoorwaarden gemeten en toegepast worden in een eindige elementenmodel dat overeenkomt met het microscopische gezichtsveld. Een Mode-I
delaminatieproef op een echte dubbele cantileverbalk toont vervolgens aan dat, wanneer de elasticiteitsparameters van de vervormende balken bekend zijn, er geen krachtgegevens zijn vereist om cohesive zone-parameters met de ontwikkelde methode nauwkeurig te kunnen bepalen.

Hoofdstuk 4 beschrijft de uitbreiding van de identificatiemethode voor mixed-mode cohesive zone-parameters uit een enkel experiment op een kleinschalige, dubbele cantileverbalk, en zonder de noodzaak om meerdere proeven uit te voeren met verschillende moduscombinaties. Virtuele experimenten bieden inzicht in de complexe rol van de kinematische gevoeligheid met betrekking tot de relevante parameters. Door gevoeligheidsvelden te analyseren, kunnen de meest geschikte experimentele gegevens en randvoorwaarden worden gebruikt om een hoge nauwkeurigheid en robuustheid van de identificatiemethode te realiseren. De methode wordt gevalideerd door echte mixed-mode buigproeven op dubbele cantileverbalken uit te voeren en vervolgens de betreffende mixed-mode cohesive zone-parameters te identificeren.

Om meerlaagse materiaalsystemen mechanisch te vervormen, is er een micro-mechanische proefopstelling ontworpen die is opgebouwd uit commerciële, piezo-elektrische actuatoren (beschreven in Hoofdstuk 5). De proefopstelling kan verschillende belastingspaden in verschillende richtingen opleggen (resulterend in rek, afschuiving, compressie, buiging en deformatie uit het vlak etc.) om de belastingscondities te benaderen die echte micro-elektronische systemen ondervinden tijdens fabricage en gebruik. Er is een krachtmeetalgorithm ontwikkeld en geïmplementeerd in de besturingssoftware van de actuatoren dat de corrumerende drifteffecten oplost die onlosmakelijk aan piezo-elektrische actuatoren zijn verbonden. Krachtmetingen met hoge resolutie in alle richtingen worden daardoor gerealiseerd, zonder dat er externe krachtsensoren nodig zijn. Bovendien maken het compacte ontwerp en de vacuümcompatibiliteit van de opstelling het in-situ testen - in combinatie met verschillende vormen van microscopie - van kleinschalige proefstukken mogelijk.

In Hoofdstuk 6 wordt de gerealiseerde micro-mechanische proefopstelling gebruikt om een meerlaagse beschermwand in een flexibele, organische led (Organic Light-Emitting Diode - OLED) te belasten en de relevante adhesie-eigenschappen met IDIC te karakteriseren. Voor dat echte parameters kunnen worden geïdentificeerd, worden virtuele experimenten uitgevoerd. Hiermee kunnen de belastingscondities van de mechanische proefopstelling worden nagebootst om de vereiste experimentele omstandigheden te begrijpen, zoals nodig voor betrouwbare identificatie. Vervolgens worden er echte experimenten uitgevoerd. De ontwikkelde methoden voor randvoorwaardevalegging en gevoeligheidsoptimalisering worden toegepast om de mechanische parameters van het overwogen materiaalsysteem te karakteriseren met IDIC.
CHAPTER 1

Introduction

The trend of downsizing the substructures of devices, as seen in, e.g., the microelectronics industry, facilitates the sustainability of material resources, and the improvement of product capabilities [1, 2]. Central processing units become more powerful, solar cells become more efficient, and light-emitting diodes become more luminous, while also becoming cheaper and more compact, by which their accessibility increases. Novel production techniques, such as additive manufacturing (e.g., 3D printing) and roll-to-roll processing [3–5], have contributed to the emergence of new applications, including microelectronics in flexible and stretchable forms. For example, flexible displays are rapidly becoming more popular, as shown in Figure 1.1.

![Forecast of the global, annual, shipment revenue of the flexible display market, and two examples of products: a curved television screen by Samsung and a bendable smartwatch by Nubia, that have marketed, showing the trend in the development of bendable/flexible electronics [6, 7].](image)

Figure 1.1. Forecast of the global, annual, shipment revenue of the flexible display market, and two examples of products: a curved television screen by Samsung and a bendable smartwatch by Nubia, that have marketed, showing the trend in the development of bendable/flexible electronics [6, 7].
To further miniaturize microelectronic systems, an increasing amount of dissimilar material must be fabricated into a dense stack, comprising an intricate three-dimensional design. The consequential increase in number of material interfaces per unit volume, combined with the mismatch in thermo-mechanical properties of the different material layers, results in interfacial delamination as one of the most critical failure mechanisms in microelectronic devices [8–10]. Accurate characterization of adhesion properties is, therefore, crucial for understanding and predicting the mechanical behavior of interfaces. This will assist the future development of highly reliable microelectronics, on which this research focuses. Yet, understanding and characterizing interfaces is also relevant to other types of material structures, e.g., carbon fiber reinforced polymers [11, 12] and additive manufactured components [13], comprising many interfaces that are prone to failure. Examples of interfacial failure in a variety of applications are shown in Figure 1.2.

![Examples of interfacial failure](image)

Figure 1.2. Examples of interfacial failure between (a)-(c) a variety of materials used in microelectronics (EMC: epoxy molding compound, PDMS: polydimethylsiloxane) [14], (d) multi-layer failure in a light-emitting diode, (e) failure between layers in an additive manufactured part [13], and (f) debonding between fiber and matrix in a carbon fiber reinforced composite [15].

Characterizing mechanical behavior is traditionally done using experiments that are carefully tailored to parallel modeling capabilities. For example, a uniaxial tensile test on a dog-bone shaped specimen targets uniformity in the region of interest. The stresses and strains in the gauge section of the specimen can easily be deduced from globally measured forces and displacements, i.e., the boundary conditions are well-known, yielding a closed-form solution to the problem. In other words, stringent demands on the experiment permit
to understand the problem with simple modeling techniques. However, it also limits the possibility of testing a material under more realistic conditions, where the material properties may be processing-dependent. In case of characterizing adhesion properties of interfaces, a large variety of experimental methods and setups exist [16]. They are generally restricted by the use of relatively simple, dedicated specimen geometries and straight-forward loading conditions in order to be able to model and understand the interface mechanics [17–26]. However, adhesion properties extracted from such experiments are found to be highly dependent upon the specific load-case and specimen geometry [14, 22, 27–31]. Furthermore, for microelectronic material systems, such strict experimental requirements put high demands on the fabrication processes of dedicated, small-scale specimens, and potentially introduce processing-induced size effects that affect the mechanical behavior [32, 33]. For these reasons, characterizing relevant adhesion properties calls for experiments that resemble the processing conditions and critical load-cases that actually occur during device operation or manufacturing procedures, which necessitates specimens that match the actual device in which the interfaces appear. This brings the additional advantage of circumventing costly and time-consuming fabrication of dedicated specimens.

However, respecting the real processing conditions and mimicking the actual loading of realistic samples require test configurations that trigger more intricate mechanics. In turn, this calls for more sophisticated models to achieve a comprehensive understanding of the mechanics. The increase in digital computing power since the 1980s has contributed to meet these requirements in two ways. Firstly, it has aided the expansion of modeling capabilities by, e.g., (further) development of the finite element (FE) method. Secondly, it gave rise to methods that can capture and process images (e.g., micrographs) of a mechanical deformation process to compute kinematic quantities (i.e., displacements or strains) in the entire, imaged field of view. Examples of such full-field measurement methods are: the grid method [34–36], digital holography [37, 38], speckle interferometry [39–41], and digital image correlation (DIC) [42–48]. The latter method does not require specialized equipment, is easily implemented, and can be applied to a large variety of problems at different length scales, because it can process images from various sources, e.g., digital camera sensors (also used together with optical microscopy), scanning electron microscopy, computed tomography, optical profilometry, etc. This makes it highly versatile and the most widely adopted method, which is therefore also employed in this work. The development of full-field measurement methods has, in turn, led to the emergence of identification techniques that utilize full-field kinematic data to identify constitutive model parameters. Various materials and mechanics problems have been analyzed by a variety of full-field identification techniques, such as the virtual fields method [49–51], the equilibrium gap method [52–54], the reciprocity gap method [55, 56], finite element model updating (FEMU) [57–63], and, integrated digital image correlation (IDIC) [64–66], of which overviews can be found in the literature [67–70].

A number of research papers have addressed the full-field identification of adhesion properties [71–77], although the type of configuration and the length scales at which microelectronic devices operate remained unexplored to a large extent. Major challenges therein involve: (1) the mixed-mode dependence of adhesion properties [28, 29], (2) the small specimen dimensions, causing practical difficulties regarding sample preparation, handling, and gripping, and (3) the small displacements and forces associated with deformation, requiring microscopic techniques and high resolution force sensors.
The goal of this research is, therefore, to accomplish major steps in realizing a method for on-device testing and identification of representative adhesion properties of interfaces in small-scale, multi-layer, microelectronic specimens. To this end, a setup for conducting in-situ, micro-mechanical experiments is devised, which applies multi-axial deformation and measures the associated forces in all three directions. An experimental-numerical framework, employing full-field identification, is established for characterizing interface mechanics. The following research questions (RQ) are addressed in this dissertation:

RQ.1 What is experimentally and methodologically required to realize on-device testing and identification of adhesion properties in small-scale, microelectronic components?

RQ.2 What are the main challenges for characterizing adhesion properties of small-scale, multi-layer material systems, as used in microelectronic applications?

RQ.3 What are the most critical error sources that affect the accuracy of inverse, full-field, mechanical parameter identification?

RQ.4 Which parameter identification method is preferred for identifying the mechanical adhesion properties of material interfaces in microelectronic applications?

The strategy to answering the above-stated research questions is outlined below, with references to the corresponding chapters in the thesis:

- Given the variety of available identification methods, in Chapter 2, a comparative performance assessment study of two seemingly similar methods is conducted. Herein, several realistic error sources are investigated by virtual experimentation in order to answer RQ.3. The investigation provides a clear view on the appropriateness of both methods for identifying adhesion properties of interfaces in microelectronic devices, yielding the answer to RQ.4.

- Pure mode-I, and mixed-mode bending experiments on a bilayer material system are discussed in Chapters 3 and 4, respectively, in order to develop the identification framework for characterizing adhesion properties of small-scale specimens, relevant for microelectronic applications. Virtual experimentation is once again used to investigate the sensitivity of the identification method, in light of several error sources, in order to answer RQ.2, while broadening the answer to RQ.3. The insights gained from the virtual experiments are instrumental for optimizing the identification procedure. The method is validated in Chapter 3, using a well-understood test-case, i.e., a pure mode-I double cantilever beam test on a small-scale bilayer material system. In Chapter 4, the method is extended to identify the adhesion properties from mixed-mode bending experiments on a similar material system. The experiments in Chapters 3 and 4 are used to demonstrate and evaluate the identification method’s potential and provide insight into the question raised in RQ.1.

- To work towards on-device testing for the identification of relevant adhesion properties of microelectronic material systems, an experimental setup is required that can impose realistic loading conditions. To this end, an in-situ, micro-mechanical setup with tri-axial force sensing and positioning is devised in Chapter 5, which contributes to answering RQ.1.
The realized micro-mechanical setup of Chapter 5 and the identification method developed in Chapters 3 and 4 are employed in Chapter 6 to characterize adhesion properties of samples from a flexible, organic light-emitting diode (OLED) display, to elaborate on the answers to RQ.1 and 2.
CHAPTER 2

Full-field identification: a comparative study

Abstract

Full-field identification methods are increasingly used to adequately identify constitutive parameters to describe the mechanical behavior of materials. This chapter investigates the more recently introduced, one-step method of integrated digital image correlation (IDIC) with respect to the most commonly used, two-step method of finite element model updating (FEMU), which uses a subset-based digital image correlation algorithm.

To make the comparison as objective as possible, both methods are implemented in the most equivalent manner and use the same FE-model. Various virtual test-cases are studied to assess the performance of both methods when subjected to different error sources: (1) systematic errors, (2) poor initial guesses for the constitutive parameters, (3) image noise, (4) constitutive model errors, and (5) experimental errors.

Results show that, despite the mathematical similarity of both methods, IDIC produces less erroneous and more reliable results than FEMU, particularly for more challenging test-cases exhibiting small displacements, complex kinematics, misalignment of the specimen, and image noise.

Keywords: full-field identification; Integrated Digital Image Correlation; Finite Element Model Updating; inverse methods

Reproduced from:
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2.1 Introduction

Proper identification of constitutive model parameters is essential for quantifying material behavior. This enables trustworthy predictions of the mechanical response in arbitrary load cases, as required for optimization of material design and processing techniques. Traditionally, mechanical tests are conceived such that the kinematics in a tested material is adequately understood. The associated assumptions, e.g., a uniform strain in a uniaxial dog-bone shaped tensile specimen, allow material testing on the basis of limited measurement data (such as an LVDT displacement). However, in such tests, the restricted kinematic information does not represent the full mechanical behavior, which may result in inaccurate parameter identification. Moreover, difficulties arise from the fact that heterogeneous and anisotropic materials traditionally require various tests to identify the multiple constitutive parameters used in the corresponding material models.

Increased computing power now allows for large data sets to be processed efficiently, enabling more sophisticated identification techniques that take full-field kinematic information into account. Such field-data is typically acquired in a mechanical experiment through digital images of the entire deformation process during testing. The full displacement fields are then computed by digital image correlation (DIC) techniques, which obviously depend on the constitutive behavior of the deforming material. This makes it possible to identify the constitutive parameters through a single experiment, while relaxing design requirements on the specimen and loading conditions. The latter allows experiments to resemble practical, industrial applications more closely, which is especially of interest when the used materials are highly anisotropic and heterogeneous, e.g., in the microelectronic industry. Additional advantages of full-field measurements include: (1) the possibility to identify material parameters using small-scale specimens [78], where traditional techniques for measuring deformation do not suffice, and (2) enhanced accuracy of identified material parameters, due to the use of rich, full-field measurement data.

Various (inverse) identification approaches make use of full-field data, such as the virtual fields method [49–51], the equilibrium gap method [52–54], the reciprocity gap method [55, 56], and the constitutive gap method [79–81], of which overviews are given in the literature [67–70, 82, 83]. Undoubtedly, the most intuitive and widely used method is that of finite element model updating (FEMU) [57, 58, 60, 63]. In this technique, constitutive model parameters are optimized by comparing displacement fields from finite element (FE) simulation with displacement fields acquired through standard DIC procedures on experimental images.

More recently, a novel method has been introduced [66, 84–86], which intimately integrates mechanical descriptions of a material with full-field measurements to identify model parameters. The method is termed integrated digital image correlation (IDIC), and eliminates the need for calculating displacements from (intensity) images prior to parameter identification. Instead, digital images are directly correlated by optimizing the mechanical parameters that govern the deformation of the imaged material. Thereby, the raw experimental data is used, i.e., intensity images, avoiding any processed derivatives of such data (e.g., displacement fields). Hence, the mechanical model steers the correlation procedure, which can be incorporated through, e.g., closed-form solutions [66, 73, 87–90] or FE-simulations [65, 84], as also done in this research. In IDIC, the correlation procedure
and identification procedure are integrated into a one-step approach, making it distinct from other methods, which are two-step approaches whereby post-processing of experimental data precedes the identification procedure.

This chapter aims to assess the performance of IDIC in an objective manner, considering the most important error sources: (1) systematic errors, (2) poor initial guesses for the parameters of interest, (3) image noise, (4) model errors, and (5) experimental errors. Therefore, a strategy is adopted in which the one-step method of IDIC is compared to a reference two-step method whose algorithmic procedure is most similar to IDIC: the commonly used FEMU method, implemented in a standard manner [62, 91–94], i.e., making use of subset-based DIC\(^1\). To make a fair comparison between IDIC and FEMU, the implementations of both methods are done equivalently, and are applied to the same experimental data. Furthermore, prior knowledge on the mechanical behavior is incorporated in both methods through the same constitutive model and the same FE-discretization. The investigation therefore focuses on the effect of a one-step approach versus a two-step approach, keeping all other implementation choices equal for both methods. Various mechanical test-cases are analyzed by FEMU and IDIC to identify the governing constitutive parameters. To exclude the effects of error sources that cannot be quantified, all tests are performed by virtual experimentation.

The structure of this chapter is as follows: after discussing the basics behind DIC and both identification methods, the virtual test-cases are introduced, and the results of the tests are presented, enabling the comparison between IDIC and FEMU. Both methods are assessed in terms of the accuracy of the identified model parameters upon varying different error sources. Even though the mathematical structures of IDIC and FEMU are highly similar, clear differences in performance are observed between the two methods, which become especially pronounced for more complex cases.

### 2.2 Digital image correlation

Digital image correlation (DIC) is an established technique for deformation measurements. Attention is therefore restricted to the general principles of DIC, which are needed further on. Section 2.3 continues with the extension of DIC towards both identification methods.

The objective of DIC is to determine full displacement fields on a deforming material sample. This is realized by correlating digital intensity images, which are experimentally acquired subsequently in time, as the material deforms. Typically, a random pattern is applied to the material in order to improve the uniqueness and robustness of the correlation approach. Implementations are based on cross-correlating pixel intensities within domains of images belonging to the reference material and the deformed material to extract full-field displacements [44, 46]. Instead of using cross-correlation, another common approach is solving for the unknown displacements by minimizing, in a least squares sense, the differences between the intensity in domains belonging to images of the reference and deformed material states [48]. The performance of these different DIC implementations has been assessed by Lava et al. [96]. In this research, the least squares approach is adopted, which is based on

---

\(^1\)In the writing of this manuscript it came to the authors’ attention that a very recent study also investigated IDIC and FEMU [95], however utilizing a less standard implementation of FEMU that uses a global, rather than a subset-based, DIC algorithm, and focusing on the influence of image noise as an error source.
the conservation of brightness. This principle is mathematically expressed as follows:

\[ f(\vec{x}) \approx g(\vec{\Phi}(\vec{x})) = g \circ \vec{\Phi}(\vec{x}), \quad (2.1) \]

\[ \vec{\Phi}(\vec{x}) = \vec{x} + \vec{U}(\vec{x}), \quad (2.2) \]

where \( f \) and \( g \) are the scalar intensity fields of, e.g., light sensed by a camera sensor, and \( \vec{\Phi} \) represents the vector function that maps the pixel coordinates \( \vec{x} \) of image \( f \), corresponding to the reference material state, to the pixel coordinates of image \( g \), corresponding to the deformed state. The DIC problem is schematically illustrated in Figure 2.1.

**Figure 2.1.** Schematic illustration of the DIC problem, where images \( f \) and \( g \), respectively corresponding to reference and deformed (by force \( F \)) material states, are correlated to extract the displacement vectors of all other material points (e.g., point \( P \)), yielding the full displacement field \( \vec{U}(\vec{x}) \).

The displacement vector field \( \vec{U}(\vec{x}) \) is to be determined, with sub-pixel accuracy, by minimizing the residual \( \Psi \) between images \( f \) and \( g \) within the spatial domain \( \Omega \):

\[ \Psi = \int_{\Omega} \frac{1}{2} \left( f(\vec{x}) - g \circ \vec{\Phi}(\vec{x}) \right)^2 d\vec{x}. \quad (2.3) \]

To solve this nonlinear least squares problem, an iterative solution scheme, such as the Newton-Raphson method [97, 98], is required. Newton-Raphson based algorithms have been reported as more accurate in comparison with other algorithms [99]. To solve the problem of [Eq. 2.3], images \( f \) and \( g \) must be evaluated at inter-pixel locations. Hence, an image-interpolation step is required, which introduces systematic errors to the DIC problem. It has been concluded in the literature that high-order interpolation polynomials result in the lowest systematic errors for images comprising speckle-patterns [96, 100, 101]. Additionally, the problem is ill-posed, and requires regularization in order to reduce the number of degrees of freedom [102]. Therefore, the true displacement field \( \vec{U}(\vec{x}) \), and consequently, the mapping function \( \vec{\Phi}(\vec{x}) \), are to be approximated by fields consisting of a reduced set of degrees of freedom \( \lambda_i \):

\[ \vec{U}(\vec{x}) \approx \vec{u}(\vec{x}, \lambda_i), \quad (2.4) \]

\[ \vec{\Phi}(\vec{x}) \approx \vec{\phi}(\vec{x}, \lambda_i), \quad (2.5) \]
with \( \lambda_i \) being an array, with the values of the degrees of freedom; \( \lambda_i = [\lambda_1, \lambda_2, \ldots, \lambda_n]^T \), where \( n \) is the total number of degrees of freedom. The minimization problem is now written as:

\[
\frac{\partial \Psi}{\partial \lambda_i} = 0, \quad (2.6)
\]

which, when solved by the Gauss-Newton method, yields the following system of equations:

\[
M_{ij} \delta \lambda_j = b_i, \quad (2.7)
\]

where \( \delta \lambda_i \) contains the iterative updates of the degrees of freedom. The correlation matrix \( M_{ij} \) and \( b_i \) are written as:

\[
\forall (i) \in [1, n], \quad b_i = \int_\Omega \bar{\varphi}_i(\vec{x}, \lambda_i) \cdot \bar{G}(\vec{x}, \lambda_i) \left( f(\vec{x}) - g \circ \bar{\phi}(\vec{x}, \lambda_i) \right) d\vec{x}, \quad (2.8)
\]

\[
\forall (i, j) \in [1, n]^2, \quad M_{ij} = \int_\Omega \bar{\varphi}_i(\vec{x}, \lambda_i) \cdot \bar{G}(\vec{x}, \lambda_i) \bar{G}(\vec{x}, \lambda_i) \cdot \bar{\varphi}_j(\vec{x}, \lambda_j) d\vec{x}, \quad (2.9)
\]

\[
\bar{\varphi}_i = \frac{\partial \bar{u}}{\partial \lambda_i}. \quad (2.10)
\]

In this formulation, the \( \cdot \) notation represents an inner product. \( \bar{G} \) is the gradient of the image with respect to the spatial coordinates. Different choices for the image gradient can be made, which have been explored by Neggers et al. \[103\]. Usually, the gradient of the reference image \( f \) is preferred for convenience. The vector columns \( \bar{\varphi}_i \) are referred to as shape functions, controlling how the degrees of freedom approximate the displacement field in order to regularize the ill-posed problem.

Different regularization methods exist, whereby the most commonly used method is to subdivide the images into independent subsets, which encompass a number of pixels. The rigid translations of each subset’s center is subsequently determined by minimizing the objective function of [Eq. 2.3] in the subset domains \( \Omega \). For this type of regularization, the DIC method is sometimes referred to as local, since the correlation problem is solved locally, i.e., separately in each subset. The full deformation field of the imaged material is composed by the individual subset-center displacements. Different types of shape functions \( \bar{\varphi}_i \) within the subset domains are commonly implemented, allowing more complex deformation of the subsets, rather than a simple rigid translation [44, 96, 101]. The allowed subset morphology is referred to as rigid, affine, irregular, or quadratic (Figure 2.2). Allowing more complex subset morphology may reduce the residual, which drives the correlation procedure further, through which center displacements of subsets are determined more accurately. The size of the used subsets determines the resolution of the calculated displacement field. Smaller subsets may resolve more complex, spatially nonuniform displacement fields, but also entail more degrees of freedom, which results in less regularization of the ill-posed problem, reducing the robustness with respect to image noise [42, 101, 104].

Instead of dividing images into subsets, the domain \( \Omega \), in which the correlation problem is solved, may also be chosen to be as large as the entire image. In this case, the shape functions \( \bar{\varphi}_i \), controlling the morphology of the large subset, have a global support (the entire
image), and therefore must be more complex than those used for small subsets. With this type of regularization, the DIC method is sometimes referred to as global. Shape functions with such global support exist as, e.g., polynomials [105] or B-splines [43]. Another common, global regularization method uses continuous meshes (with nodal supports), equivalent to FE-elements with Lagrangian shape functions [42, 47] or NURBS [106, 107]. Just as in the local regularization approach, the same trade-off exists between an increase of the kinematic complexity and a decrease of the noise robustness, when the global regularization method is used.

The use of global regularization in DIC is less standard than the use of local regularization. Differences between these two approaches have been investigated by Hild et al. [45], who concluded the global method to be more noise-robust due to the imposed continuity assumption. However, whether a global or local approach should be preferred is dependent on each specific test-case, and a general preference for a particular approach is difficult to justify.

It should be emphasized that the size of subsets, and the type of shape functions $\phi_i$ utilized in the regularization method, whether it be a local or global implementation, are among the most important choices in DIC, and directly affect the accuracy of the calculated displacement field. As will become clear, these choices are of importance for FEMU, yet not an issue for IDIC.

### 2.3 Full-field identification methods

The formulations of the two identification techniques used in this study are now briefly explained, starting with the FEMU method, followed by the IDIC approach. Both methods
are based on the previously discussed DIC methodology, and intrinsically make use of it. Since the objective of this investigation is to make a fair comparison between both identification methods, they must be implemented in a comparable manner. Several (modified) implementations of the FEMU [59, 61, 84, 95] and IDIC [73] approaches can be found in the corresponding literature, but will not be scrutinized further here.

2.3.1 Finite element model updating

In FEMU, the displacement measurement (through DIC) and the identification of constitutive parameters are performed sequentially. Measurement data, in the form of intensity images of a tested material, is analyzed by (local) DIC to calculate the displacement fields $\vec{m}$ of the deformed material. Simulation of a model of the experiment, making use of initial guesses for the constitutive parameters, yields simulated displacement fields $\vec{h}$. For a perfect model with accurate model parameters, the simulated field equals the measured field, assuming no errors are made in the determination of either of the fields. Hence, by minimizing a squared residual of the measured and simulated displacements, the model parameters used for simulation are updated in an iterative fashion. The objective function to be minimized is mathematically expressed as follows:

$$J = \int_\tau \int_\Omega \frac{1}{2} \left( \vec{m}(\vec{x}, t) - \vec{h}(\vec{x}, t, \theta_i) \right)^2 d\vec{x} dt. \quad (2.11)$$

The data from all time instances is not sequentially processed, but considered in a single objective function. Displacement fields of different time instances are stacked to form displacement *blocks* $\vec{m}(\vec{x}, t)$ and $\vec{h}(\vec{x}, t, \theta_i)$, which are subtracted to produce the block residual $J$. The residual is minimized at once for all displacements in space-time, which is defined by the spatial domain $\Omega$ and the temporal domain $\tau$.

The simulated displacement fields also depend on array $\theta_i$, which contains the unknown constitutive parameters. The nonlinear least squares problem is solved by the Gauss-Newton method:

$$\frac{\partial J}{\partial \theta_i} = 0, \quad (2.12)$$

which yields the following system of equations:

$$L_{ij} \delta \theta_j = \kappa_i, \quad (2.13)$$

where $\delta \theta_i$ contains the updates of the parameters to be identified, and $L_{ij}$ and $\kappa_i$ are expressed as follows:

$\forall (i) \in [1, p]$, \quad $\kappa_i = \int_\tau \int_\Omega \vec{H}_i(\vec{x}, t, \theta_i) \cdot \left( \vec{m}(\vec{x}, t) - \vec{h}(\vec{x}, t, \theta_i) \right) d\vec{x} dt, \quad (2.14)$

$\forall (i, j) \in [1, p]^2$, \quad $L_{ij} = \int_\tau \int_\Omega \vec{H}_i(\vec{x}, t, \theta_i) \cdot \vec{H}_j(\vec{x}, t, \theta_j) d\vec{x} dt. \quad (2.15)$

The number of degrees of freedom $p$ is equal to the number of sought parameters, since the degrees of freedom are, in fact, the constitutive parameters. Furthermore, $\vec{H}_i$ are referred
to as the sensitivity maps, since they govern the dependence of the simulated displacements on the parameters:

\[ \tilde{H}_i(\vec{x}, t, \theta_i) = \frac{\partial \tilde{h}(\vec{x}, t, \theta_i)}{\partial \theta_i}. \]  

(2.16)

In order to calculate the sensitivity maps \( \tilde{H}_i(\vec{x}, t, \theta_i) \), a finite differences approach is used. The model response \( \tilde{h}^k(\vec{x}, t, \theta^k) \) is calculated, by FE-simulation, for parameter set \( k \). Each individual parameter \( \theta^k_i \), belonging to the set, is perturbed by \( \Delta \theta^k_i \), to calculate the perturbed model response \( \tilde{h}^k(\vec{x}, t, \theta^k_i + \Delta \theta^k_i) \). The sensitivity maps are subsequently determined as:

\[ \tilde{H}_i(\vec{x}, t, \theta^k_i) = \frac{\tilde{h}^k(\vec{x}, t, \theta^k_i + \Delta \theta^k_i) - \tilde{h}^k(\vec{x}, t, \theta^k_i)}{\Delta \theta^k_i}. \]  

(2.17)

Note that the sensitivity maps are calculated on the spatial coordinates \( \vec{x} \), belonging to the subset-center locations in the measured displacement field \( \vec{m} \). Hence, an interpolation step is required to determine the nodal displacements of \( \tilde{h} \) on these subset positions. To minimize interpolation errors, the interpolation scheme used is based on the FE-interpolation.

The linear system of equations in [Eq. 2.13] is solved in an iterative manner until a predefined convergence criterion is reached. The criterion used in this study is based on the Euclidean norm of the right-hand side of [Eq. 2.13]: \( ||\kappa_i|| < 10^{-5} \).

A flowchart of the FEMU method is shown in Figure 2.3(a), emphasizing that FEM updating is a two-step approach, consisting of (1) displacement measurement by DIC, followed by (2) the parameter identification process. Therefore, the choices associated with regularization in DIC (e.g., the size of subsets and the type of shape functions) must be made appropriately in order to ensure proper identification of the parameters.

In the implementation of FEMU adopted in this study, subset-based DIC is used to calculate the measured displacement fields \( \vec{m} \). DIC is performed using the software ‘MatchID’, provided by the department of Materials Engineering of KULEUVEN (http://www.matchid.org).

### 2.3.2 Integrated digital image correlation

In integrated digital image correlation (IDIC), measurement of displacement fields by DIC does not precede parameter identification. Instead, images of a material’s deformation process, taken during experimentation, are directly correlated by updating the constitutive parameters that govern the imaged deformation. To update the parameters, the most primary source of data, i.e., intensity images, is used, instead of processed derivatives of images (e.g., displacement fields).

A least squares problem, defined on the images (similar to [Eq. 2.3] for the conventional DIC method), is solved, for all time instances at once, by the Gauss-Newton optimization method:

\[ \Psi = \int_{\tau} \int_{\Omega} \frac{1}{2} \left( f(\vec{x}, t_0) - g \circ \Phi(\vec{x}, t) \right)^2 d\vec{x} dt, \]  

(2.18)

yielding the following linear system of equations:

\[ M_{ij} \delta \theta_j = b_i, \]  

(2.19)
where the degrees of freedom in the correlation process correspond to the unknown constitutive parameters $\theta_i$. The correlation matrix $M_{ij}$ and the right-hand member $b_i$ are written as follows:

\[ \forall (i) \in [1, p], \quad b_i = \int_{T} \int_{\Omega} \tilde{H}_i(\bar{x}, t, \theta_i) \cdot \tilde{G}(\bar{x}, t, \theta_i) \left( f(\bar{x}, t_0) - g \circ \tilde{\phi}(\bar{x}, t, \theta_i) \right) d\bar{x} dt, \]

\[ (2.20) \]

\[ \forall (i, j) \in [1, p]^2, \quad M_{ij} = \int_{T} \int_{\Omega} \tilde{H}_i(\bar{x}, t, \theta_i) \cdot \tilde{G}(\bar{x}, t, \theta_i) \tilde{G}(\bar{x}, t, \theta_i) \cdot \tilde{H}_j(\bar{x}, t, \theta_j) d\bar{x} dt. \]

\[ (2.21) \]

It is obvious that this formulation is equivalent to the DIC formulation explained in Section 2.2. Analogously, in $b_i$, the mapping function $\tilde{\Phi}(\bar{x}, t)$ of [Eq. 2.18], which maps the coordinates $\bar{x}$ in the reference configuration to the coordinates in the deformed configuration, is approximated by a function that depends on the constitutive parameters: $\tilde{\Phi}(\bar{x}, t) \approx \ldots$
\[ \vec{\phi}(\vec{x}, t, \theta_i). \] Furthermore, unlike in the DIC formulations of [Eq. 2.8] and [Eq. 2.9], basis functions \( \vec{\phi}_i \) are not chosen independently. The sensitivity maps \( \vec{H}_i \) now serve as basis functions, which are defined equivalently to the sensitivity maps of FEMU, see [Eq. 2.16]. Using the same finite differences approach of [Eq. 2.17], the FE-simulation of the experiment supplies these maps to the system of equations of [Eq. 2.19]. This means that the ill-posed DIC problem is now regularized by mechanics that controls how material deformation (captured in the images) depends on the constitutive parameters. This results in a highly regularized problem with a small number of degrees of freedom. Equivalent to the FEMU implementation, convergence is assumed when the Euclidean norm of the right-hand side of [Eq. 2.19] reaches a predefined criterion: \( ||b_i|| < 10^{-5} \).

A flowchart of the IDIC technique is shown in Figure 2.3(b). Its one-step nature can be recognized by the fact that the DIC routine is integrated within the identification loop. This direct integration of simulation and experimentation does not require additional choices associated with regularization of the ill-posed DIC problem.

### 2.3.3 Load residuals

So far, only kinematic information is considered in both identification methods, since the objective functions in [Eq. 2.11] and [Eq. 2.18] for FEMU and IDIC, respectively, are based on deformation-dependent displacement residuals and image residuals. However, loading data, which is typically measured during mechanical testing, is generally required in the identification process for certain parameters, as conventionally done in FEMU [91, 108] and similarly in IDIC [85]. This is mandatory for parameters that directly influence the force level when only Dirichlet boundary conditions are applied in the FE-simulation of the identification methods.

Similar to the displacement and image residuals, a load residual can be defined as:

\[ \vec{P}_F = \int_{\tau} \left( \vec{F}_{\text{exp}}(t) - \vec{F}_{\text{sim}}(t, \theta_i) \right)^2 dt, \]  

where \( \vec{F}_{\text{exp}}(t) \) is the experimentally measured force, and \( \vec{F}_{\text{sim}}(t, \theta_i) \) is the numerically obtained reaction force, which depends on the constitutive parameters \( \theta_i \). This objective function is minimized by optimizing the parameters \( \theta_i \) according to Gauss-Newton optimization, leading to the following system of equations, analogously to equations 2.13 and 2.19:

\[ N_{ij} \delta \theta_j = c_i, \]  

\[ \forall (i) \in [1, p], \quad c_i = \int_{\tau} (\vec{\rho}_i \cdot \vec{P}_F) dt, \]  

\[ \forall (i, j) \in [1, p]^2, \quad N_{ij} = \int_{\tau} (\vec{\rho}_i \cdot \vec{\rho}_j) dt. \]

Herein, \( \vec{\rho}_i \) represent force sensitivity maps, akin to the displacement sensitivity maps \( \vec{H}_i \) in [Eq. 2.16], which are determined by a finite differences approximation on the FE-simulated forces:

\[ \vec{\rho}_i(t, \theta_i^k) = \frac{\vec{F}_{\text{sim}}^k(t, \theta_i^k + \Delta \theta_i^k) - \vec{F}_{\text{sim}}^k(t, \theta_i^k)}{\Delta \theta_i^k}. \]  

(2.26)
The objective function of the load residual is combined with the objective function of the displacement residual in FEMU or the image residual in IDIC by superposing [Eq. 2.23] on [Eq. 2.13] or [Eq. 2.19], respectively leading to the following coupled system of equations for FEMU:

\[
\left( (1 - \alpha) \frac{1}{\beta_L} L_{ij} + \alpha \frac{1}{\beta_N} N_{ij} \right) \delta \theta_i = \left( (1 - \alpha) \frac{1}{\beta_L} \kappa_j + \alpha \frac{1}{\beta_N} c_j, \right.
\]

(2.27)

and the coupled system of equations for IDIC:

\[
\left( (1 - \alpha) \frac{1}{\beta_M} M_{ij} + \alpha \frac{1}{\beta_N} N_{ij} \right) \delta \theta_i = \left( (1 - \alpha) \frac{1}{\beta_M} b_j + \alpha \frac{1}{\beta_N} c_j, \right.
\]

(2.28)

where \(\beta_{[\cdot]}\) is a normalization factor, corresponding to the maximum absolute value of the variable inside the subscripted brackets. In this way, both kinematic and load data enter the optimization problem to identify the parameters \(\theta_i\). Furthermore, \(\alpha \in [0, 1]\) is a weight factor, controlling the contributions of each objective function.

### 2.4 Virtual experimentation

In order to quantitatively assess the errors made by IDIC and FEMU and exclude effects of errors that cannot be quantified, virtual experiments are conducted. An artificial speckle pattern in reference image \(f(\vec{x}, t_0)\) is deformed by numerically imposing displacements to produce subsequent images \(g(\vec{x}, t)\). The altering speckle pattern represents a virtual material that mechanically deforms over time. The finite element (FE) method was used in this study to simulate the reference displacement fields by which the speckle patterns were deformed to generate images. Since the reference parameters used for virtual experimentation are known, the accuracy of the parameters identified by IDIC and FEMU can be quantitatively assessed.

Uniaxial tensile tests (2D plane stress simulations) were performed on a virtual tensile bar of \(30 \times 46 \times 0.9 \text{ [mm}^3]\), with two circular notches with a radius of 11 [mm], of which an illustration is shown in Figure 2.4. The speckle patterns were stored in 8-bit, gray-valued images of \(2048 \times 1536\) pixels, corresponding to an imaged region of \(27 \times 20 \text{ [mm}^2]\). In order to come to these images, a reference speckle pattern is firstly built by superposing randomly drawn gray values from three standard normal distributions with different widths (4, 35, and 300 pixels), thereby realizing features of different sizes. These gray values are stored in a high resolution image of \(4096 \times 3072\) pixels. Subsequently this reference speckle pattern is deformed using FE-simulated displacement fields from a model built with a finer mesh than that is eventually used in the identification procedures, which involves interpolation of the reference gray values to new (displaced) spatial positions. The images are then coarsened by a factor of four in order to realize images of a realistic resolution (as mentioned above) of typical cameras used for experimentation. The use of a high resolution reference image and a finer FE-model in this virtual experiment is done to reduce interpolation errors possibly introduced during the generation of the images of the ‘deformed’ speckle patterns.

The imaged region of Figure 2.4 does not include the edges of the specimen geometry, because it is well known that for subset-based DIC (as used within the FEMU procedure) the subsets encompassing these edges do not correlate successfully, as for instance shown
in [109], potentially causing erroneous identification results for FEMU. Since this study aims at comparing the performance of IDIC to FEMU with respect to other realistic error sources and in a most objective and honest manner, a most optimized form of FEMU was implemented, and image regions in which unsuccessful subset correlation may occur were excluded from the minimization problem. However, in one specific test-case that involves a highly notched specimen geometry, introduced in Section 2.5.7, part of the specimen geometry edges are included in the region of interest, since in that test-case those regions contain the mechanically relevant information.

Figure 2.4. Sketch of a tensile bar with circular notches, used in virtual uniaxial tensile tests, in which loading is applied in the \( x \)-direction. The indicated imaged region of the tensile specimen is used for parameter identification purposes. Two test-cases were studied, for which tensile stress-strain curves illustrate the corresponding constitutive behavior.

To trigger different realistic complexities in material parameter identification, two types of test-case materials were studied, using the above-described specimen and speckle pattern. Tensile stress-strain curves of both test-cases are also shown in Figure 2.4.

One test-case concerns an isotropic, elastoplastic material, of which the elastic behavior is described by Young’s modulus \( E = 134 \text{ [GPa]} \) and Poisson’s ratio \( \nu = 0.36 \text{ [-]} \). A Von Mises plasticity model is used with isotropic power-law hardening that describes the relation between the yield stress \( \sigma_y \) and the equivalent plastic strain \( \varepsilon_p \) [110]:

\[
\sigma_y = A(\varepsilon_{y_0} + \varepsilon_p)^m,
\]

(2.29)

where \( \varepsilon_{y_0} \) is the strain corresponding to the initial yield stress, and \( A \) and \( m \) are two plastic material parameters, with reference values 632 [MPa] and 0.12 [-], respectively. The initial yield strain \( \varepsilon_{y_0} \) is not an independent parameter, since it depends on the other two plastic parameters \( A \) and \( m \), and Young’s modulus \( E \):

\[
\varepsilon_{y_0} = \frac{m^{-1}}{\sqrt[3]{E}}
\]

(2.30)

at the onset of yielding, when the equivalent plastic strain \( \varepsilon_p \) equals zero, and the yield stress is \( \sigma_{y_0} = E\varepsilon_{y_0} \). Therefore, this test-case has four independent parameters; \( E, \nu, A, \) and
m, to be identified. Application of a horizontal displacement of 200 [$\mu$m] to the specimen’s edges results in strains with maximum values up to 4%. Inhomogeneous deformation is induced due to the notched specimen geometry.

The second test-case corresponds to a cubic orthotropic, linear elastic material, which is described by three independent model parameters [111]; Young’s modulus $E_x = 130$ [GPa], Poisson’s ratio $\nu_{xy} = 0.28 [-]$, and the shear modulus $G_{xy} = 79.6$ [GPa]. The orthotropy axes coincide with the x- and y-direction of Figure 2.4. The virtual tensile bar is loaded in x-direction by an applied horizontal tensile force of 2500 [N]. This results in small displacements with an average value of 0.64 pixel and a maximum strain of 0.25%, in the center of the tensile specimen (where the strain is largest due to the presence of the notches). Such small displacements, which are realistic in, e.g., silicon, are challenging for the identification methods, since it puts high demands on the required resolution of the DIC method, which must be capable of capturing these fine kinematics.

Both identification methods; FEMU and IDIC, will be used to identify the parameters of the two test-case materials. Different error sources will be considered in order to assess the methods’ robustness to (1) the presence of image noise, (2) poor initial guesses for the constitutive parameters, (3) modeling errors, and (4) experimental errors. The results for the different error sources considered will be presented in the next Section.

2.5 Results and discussion

The results of IDIC and FEMU are here presented in terms of the relative error on the identified parameters, which is defined as follows:

$$\epsilon_i = \frac{\theta_i - \theta_{i}^{\text{ref}}}{\theta_{i}^{\text{ref}}} \times 100\%,$$  \hspace{1cm} (2.31)

where $\theta_i$ represents the $i^{th}$ identified parameter. The corresponding input reference parameters $\theta_{i}^{\text{ref}}$ are used in the virtual experiment to generate the images used in the identification procedures.

Before results are presented, certain choices are clarified, which relate to the experimental conditions if applied to real experiments. Then, the results of IDIC and FEMU on the different test-cases are presented. As an overview, the comparative analyses of FEMU and IDIC, for the different imposed error sources, are summarized in Table 2.1. The markers indicate which method produces more accurate results.

2.5.1 Experiment conditions

To properly assess FEMU and IDIC, some necessary choices must be clarified. First of all, the choice of the subset size, used in the DIC procedure within the FEMU framework, is important. The subset size directly affects the spatial resolution of the DIC process [101], and therefore influences the accuracy of the entire FEMU method. It is emphasized that these subsets are not used in the IDIC method. Because of the notched virtual specimens, relatively small subsets are needed to adequately capture the inhomogeneous deformation. To what extent the subset size affects the accuracy of the identified parameters in FEMU will be discussed later in Section 2.5.7. For now, the subset size for the DIC algorithm within the FEMU implementation was chosen to be 15 pixels in length and width.
Another important experimentally related condition is the coarseness of the (artificial) speckle pattern of which images consist. The coarseness is governed by the size of the pattern’s features. To enable proper correlation, the pattern must be fine enough so that the subset encompasses several features. The generated pattern therefore exhibits speckle features of 2 pixels in width, as previously reported in Section 2.4.

The most important settings chosen in the implementations for FEMU and IDIC are listed in Table 2.2. Some settings, indicated in the Table by (v), are varied in some analyses, as will become clear in the results hereafter.

<table>
<thead>
<tr>
<th>Settings</th>
<th>FEMU</th>
<th>IDIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>convergence criterion</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>max. number of iterations</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>perturbation factor $\Delta \theta_i$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>weight factor $\alpha$</td>
<td>0.01 (v)</td>
<td>0.01 (v)</td>
</tr>
<tr>
<td>image interpolation</td>
<td>cubic spline</td>
<td>cubic spline</td>
</tr>
<tr>
<td>DIC subset size</td>
<td>15 pixels (v)</td>
<td>N/A</td>
</tr>
<tr>
<td>DIC subset shape functions</td>
<td>affine</td>
<td>N/A</td>
</tr>
<tr>
<td>DIC search area</td>
<td>100 x 100 pixels</td>
<td>N/A</td>
</tr>
<tr>
<td>DIC convergence criterion</td>
<td>0.001 (update)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 2.2. Summary of implementation settings chosen in IDIC and FEMU. The settings regarding subset-based DIC are only applicable to FEMU, and relate to the ‘MatchID’ software.

Finally, it must be mentioned that the boundary conditions applied in the simulations of both IDIC and FEMU, are ideal boundary conditions, meaning that they correspond exactly to the boundary conditions applied during virtual experimentation. In Section 2.5.5 a test-case will be discussed in which the influence of misalignment of the specimen with respect to the loading direction is investigated. This has the effect that the boundary conditions of the simulations in both identification methods do not coincide with the ones applied during
virtual experimentation.

### 2.5.2 Sensitivity to systematic errors

Firstly, the sensitivity to systematic errors is investigated for IDIC and FEMU. Systematic errors propagate to the identification results, even though the identification procedure is initialized with perfect initial guesses for the parameters, and no noise is present in the images. Systematic errors originate from (1) interpolation steps needed in the identification algorithms, as described in Sections 2.2 and 2.3, and (2) regularization of the ill-posed problem in DIC.

For the elastoplastic test-case, shown in Figure 2.5(a), the relative errors for all parameters due to systematic errors, for both IDIC and FEMU stay well below 0.5%, and no significant difference is observed between IDIC and FEMU. This conclusion is indicated in row 1 of Table 2.1.

Schreier et al. showed that interpolation errors become more pronounced for high-frequency fluctuations in the speckle patterns [100], and Pan et al. showed that the resulting bias can be reduced by smoothing the images with a Gaussian low-pass filter before correlation [112]. To verify that the observed parameter errors are indeed mainly due to interpolation errors, a Gaussian smoothing kernel of 5 × 5 pixels was used to blur the images for the elastoplastic test-case. The resulting relative parameter errors are also presented in Figure 2.5(a), and indicated in the legend accordingly. The error contrast changes slightly for IDIC, supporting the hypothesis that the parameter errors are caused by interpolation errors. For FEMU, however, blurring with a 5 × 5 pixel Gaussian kernel, resulted in unsuccessful correlation of the images in the DIC procedure, because the subset size of 15 pixels was too small to encompass the larger (blurred) pattern features [113]. Since the artificial speckle pattern was built by superposing three Gaussian distributions, blurring these images with a Gaussian low-pass filter is equivalent to generating a coarser pattern with wider Gaussian peaks. Consequently, the relative errors of the identified parameters drastically increased, highlighting the importance of the correct choice for the subset size within the FEMU procedure.

For the cubic orthotropic elastic test-case, shown in Figure 2.5(b), the relative errors on Poisson’s ratio \( \nu_{xy} \) and the shear modulus \( G_{xy} \) are considerably higher than the errors on the parameters for the elastoplastic test-case (mind the different scales of the two plots). Since the displacements in the imaged tensile specimen are small, with an average value of 0.64 pixel (\( x \)-displacement), systematic errors in the identification algorithms have a more pronounced influence on the identified parameters. This is confirmed by an additional virtual experiment in which the applied loading is twice as high. For these larger deformations the resulting relative errors of the identified parameters decrease significantly for both IDIC and FEMU. The corresponding error values, which are equivalent for both identification methods, are also plotted in Figure 2.5(b), and are indicated in the legend by their corresponding labels.

Interestingly, for the original cubic orthotropic elastic test-case, IDIC is somewhat less sensitive to systematic errors than FEMU, which can be rationalized as follows. Since FEMU is a two-step approach, it contains more systematic error sources than the one-step IDIC method, resulting in more erroneous parameter identification. The separate DIC-algorithm of FEMU typically requires a much higher number of degrees of freedom (i.e.,
less regularization), depending on, e.g., the number of local subsets, the degree of global polynomial shape functions, or the number of connected finite elements. It is known that the choice of regularization is important in DIC and directly affects the accuracy of the DIC-results [96, 104]. Errors made in the separate DIC routine within FEMU propagate into its identification results and therefore result in an additional systematic error source, besides the interpolation error sources present in both IDIC and FEMU. In IDIC, however, this extra regularization step is absent, and the ill-posed DIC problem is directly regularized by the mechanics imposed by the FE-simulation. This conclusion is shown in row 6 of Table 2.1. Note, however, that the difference is small and only noticeable in test-cases in which small displacements dominate the kinematics, such as the virtual experiment on the considered cubic orthotropic elastic material.

Another observation applies to the cubic orthotropic elastic test-case: the identified Poisson’s ratio \( \nu_{xy} \) and shear modulus \( G_{xy} \) are significantly less accurate than Young’s modulus \( E_x \), for both IDIC and FEMU. The corresponding error contrast of Figure 2.5(b) can be understood by studying the sensitivity maps \( \hat{H}_i \), as defined in [Eq. 2.16]. The same sensitivity maps are used in IDIC and FEMU (see Section 2.3), and reveal the sensitivity of the displacement fields, calculated by FE-simulation, to each (mechanical) parameter used in the material model. The maps in Figure 2.6 display the sensitivity of the displacement in \( x \)-direction to each parameter for the cubic orthotropic elastic test-case (normalized with their respective maximum values \( \hat{\theta}_i \), which are shown above each subfigure). The values \( \hat{\theta}_2 \) and \( \hat{\theta}_3 \) are significantly lower than \( \hat{\theta}_1 \), implying that the \( x \)-displacement field is less sensitive to Poisson’s ratio \( \nu_{xy} \) and the shear modulus \( G_{xy} \) compared to Young’s modulus \( E_x \).

For the subsequent results, the testing conditions, as described in Section 2.5.1, are used. This means that images are not blurred for the elastoplastic test-case, and for the cubic orthotropic elastic test-case the applied displacements at the boundaries of the virtual specimen are not increased.
2.5.3 Errors due to deviating initial guesses

IDIC and FEMU both make use of an iterative Gauss-Newton scheme, which requires initial guesses for each of the parameters to initialize the identification procedure. In the previous discussion about systematic errors, these initial guesses coincided with the exact parameter values with which the virtual experiment was performed. In reality, however, the initial guesses may deviate substantially from the optimum parameter values. The data used for identification of these parameters differs for both methods, since FEMU makes use of displacement fields, while IDIC uses speckle-pattern images directly. It is therefore relevant to investigate whether differences in robustness (sensitivity to initial guesses) exist between IDIC and FEMU.

Both methods are used to identify the parameters for both test-cases, initialized with parameters at different distances from their respective reference values. This distance is expressed as a percentage of the exact value. For example, $-20\%$ distance represents an initial guess that is 20% lower than the reference value, and a 20% distance indicates an initial guess that is 20% higher than the reference value. Examples of the displacement and image residuals, for FEMU and IDIC respectively, before and after optimization of elastoplastic parameters, are shown in Figure 2.7.

Figure 2.8 presents the results for both test-cases, which shows that a distance up to 80% below the reference parameter values still leads to convergence. Note that for the elastoplastic test-case, the largest initial guess distance that was tested is 30%, because Poisson’s ratio approaches its physical limit value of 0.5 for larger distances. This physical limit does not apply for the cubic orthotropic elastic case.

The main conclusions from these results are indicated in rows 2 and 7 of Table 2.1: no difference between IDIC and FEMU is observed in terms of initial guess robustness, despite the different data used by the methods. Apparently, both IDIC and FEMU attain a global minimum in the solution space, leading to the same solution irrespective of the initial guess for the parameters. Hence, the errors on the parameter values do not deviate from those caused by systematic errors, as presented earlier in Figure 2.5.
2.5.4 Modeling errors

Invalid assumptions in material models may trigger substantial errors in the identification of model parameters by full-field identification methods that rely on FE-simulation, such as FEMU and IDIC. To assess the performance of IDIC and FEMU in the presence modeling errors, discrepancies between the virtual experiment and the FE-model used in the identification procedures are deliberately applied for the two test-cases.

For the elastoplastic test-case, a discrepancy between the virtual experiment and the constitutive model used for identification is implemented by modifying the virtual experiment, while still using the plasticity model with power-law hardening of [Eq. 2.29] to describe plastic behavior in the identification methods. This time, to generate images in the virtual experiment, a Von Mises plasticity model is used together with experimental tabular stress-strain input capturing the elastic and plastic hardening behavior. The input data is experimentally acquired from mechanical tests on copper foil as used for stretchable electronic systems. This data is adopted from literature [30], and shown in Figure 2.9. In this reference, Young’s modulus and Poisson’s ratio are $E = 84.58$ [GPa] and $\nu = 0.30$, respectively. Since realistic tabular stress-strain input is used in the virtual experiment, the plastic model parameters determined by the identification procedures cannot be compared to any
reference values. Therefore, the global stress-strain curves, resulting from FE-simulation with the elastoplastic power-law model and the four identified elastoplastic parameters, are compared to the stress-strain curve from the experimental data used as tabular input in the virtual experiment. It is, however, still possible to compute the relative error for the two elastic parameters. The results for IDIC and FEMU, in which parameters were initialized with a $-30\%$ distance from their reference values, are shown in Figure 2.9. Different initial guesses were used, yielding equivalent results, concurring with the conclusions of the initial guess robustness study. The weight-factor $\alpha$, which controls the contribution of the load and kinematic residuals, as explained in Section 2.3.3, was varied. With a low value for $\alpha$ more weight is put on the kinematic data, while a high value increases the contribution of the load data. Three different values for $\alpha$ were used; 0.01, 0.5, 0.8. The relative errors for the elastic parameters are also shown in the right panel of Figure 2.9, and are also labeled to indicate results for different values for $\alpha$. Furthermore, for each value of $\alpha$, the mean absolute values for the image residuals $\bar{\Psi}$ (IDIC) and displacement residuals $\bar{J}$ (FEMU) are given in Figure 2.9 as well.

The first observation is that both identification methods produce equivalent results in identifying the four parameters of the elastoplastic model. Secondly, when most weight is put on the load residual (i.e., $\alpha = 0.8$), the global stress-strain response fits the experimental input data best, while the opposite is true for the lowest $\alpha$-value equals 0.01. However, when the global response fits the experimental stress-strain data best, the residuals $\bar{\Psi}$ and $\bar{J}$ are highest, indicating that the local kinematics are less well resolved. The identification methods, based on the adopted power-law to describe plastic hardening, cannot perfectly capture the elastoplastic behavior of the virtual experiment and either optimize the four power-law parameters so that the global stress-strain curves fit the experimental curves (high $\alpha$-value), or so that the kinematic data is correlated (low $\alpha$-value).

For the cubic orthotropic elastic test-case, an isotropic linear elastic model is used in the identification procedures, while the virtual experiment was performed with a cubic orthotropic linear elastic material model. Hence, only two elastic parameters are identified; Young’s modulus $E$ and Poisson’s ratio $\nu$, while the kinematics in the virtual experiment
Figure 2.9. The performance of IDIC and FEMU in the presence of modeling errors for the elastoplastic test-case: global stress-strain curves (left) and relative errors of elastic parameters (right). Different values for weight-factor $\alpha$ produce different results. The curves and error bars corresponding to these different $\alpha$-values are labeled by (a), (b), and (c).

is governed by three elastic parameters (as described in Section 2.4). The two isotropic parameters were initialized with different initial guesses, yielding equivalent results. The relative errors were found to be 3% and 21%, for $E$ and $\nu$ respectively. Since no differences were observed between IDIC and FEMU, the detailed results are not shown. Furthermore, because the utilized FE-model is load-controlled, in which the same load is applied in the FE-simulations within the identification methods as was applied in the virtual experiment, the force residual is zero, and there is no use in varying weight-factor $\alpha$.

The main conclusion for both test-cases is that IDIC and FEMU perform equally in the presence of modeling errors. This is indicated in rows 3 and 8 of Table 2.1.

2.5.5 Experimental errors

Another realistic error source is considered: experimental errors, originating during experimentation, of which an example is here investigated in the form of misalignment of the tensile loading direction with respect to the specimen. This is considered to be an experimental error, since the applied loading during (virtual) experimentation unintentionally deviates from the intended load application.

Three extra virtual experiments were performed on the notched elastoplastic tensile specimen shown in Figure 2.4, with different degrees of misalignment. Misalignment is introduced by additional boundary conditions during virtual experimentation, in the form of a displacement in $y$-direction, corresponding to angular misalignment of the loading direction with respect to the specimen of $0.5^\circ$, $1^\circ$, and $2^\circ$. No noise was added to the images and the parameters were initialized (initial guess) with a distance of -30% from their reference values.

The relative errors for the four elastoplastic parameters identified by IDIC and FEMU are, respectively, shown as black circles and green squares in Figure 2.10. These results show that the errors for FEMU increase for increasing degree of misalignment and are orders of magnitude higher than for IDIC, in which the errors remain below 0.5% without showing
a significant increase for increasing degree of misalignment. Therefore, it is concluded that FEMU is more sensitive to misalignment. Analysis of the objective function revealed the reason for this difference in performance, i.e., the objective function minimized in FEMU, comprising the displacement residual of [Eq. 2.11], is smoother than the objective function minimized in IDIC, comprising the image residual of [Eq. 2.18]. The latter contains the locally, strongly varying speckle pattern, while the former contains smoothly varying displacement field differences, which results in a broader global minimum. Because of this relatively broad global minimum, less accurate results may be obtained. This is verified by comparing the converged displacement fields, corresponding to the identified parameters, to the reference displacement fields with which the deformed images were generated during virtual experimentation. The converged displacement fields from FEMU deviated more from the reference input fields than those from IDIC. This indicates that convergence to the real solution is never completely reached by FEMU, which explains the larger errors on the elastoplastic parameters.

In order to improve the identification procedure to deal with possible misalignment, extra degrees of freedom can be added in order to account for it. This may be done by allowing rigid body motion, i.e., translation and rotation. It was found that this does not improve the identification results of either method and, surprisingly, even causes complete divergence from the solution. This is likely due to a shear component, caused by misaligned loading, not to be resolved for by these additional rigid body modes. Since both methods did not converge toward a sensible solution, these results are not presented.

A more accurate way of dealing with possible misalignment is to consider the additional $y$-displacement (causing misalignment) as a degree of freedom (DOF) in the identification procedures. To do this, the $y$-displacement is iteratively updated and applied as boundary condition (B.C.) in the FE-simulations and is thereby optimized along with the mechanical parameters. This can be done for both FEMU and IDIC, and the results are shown in Figure 2.10, labeled “FEMU w B.C. as DOF” and “IDIC w B.C. as DOF”, from which it is concluded that especially FEMU is significantly improved by this additional DOF, whereas for IDIC the results were already accurate for the case when no extra DOF was added. Both methods produce equivalent results for this case, with errors of similar magnitude as those for the case without applied misalignment.

These results are summarized in row 4 of Table 2.1, where IDIC is considered to be more robust against such an experimental error, because it also produces accurate results even when no extra DOF is added to the routine.

### 2.5.6 Image noise

Since both full-field identification methods rely on digital image correlation, image noise is an important potential error source, which may affect the accuracy of the identification process. The robustness of IDIC and FEMU with respect to image noise is investigated by artificially applying white noise, with a variety of levels, to the images used in IDIC and FEMU. The amplitude of the noise levels represents the standard deviation of the applied Gaussian noise field expressed in a percentage of the root mean square of the image intensity. The applied noise levels range from 1% to 60%. To eliminate a possible bias due to specific noise realizations, four random realizations of each noise level were generated. The results, i.e., relative errors of the identified parameters, were averaged, and are shown
Figure 2.10. Relative errors of elastoplastic parameters (each in a separate plot) identified by FEMU and IDIC for the case of misalignment of the specimen with respect to the loading direction (schematically illustrated on the right), either with (w) or without (w/o) the boundary condition (B.C.) of \( y \)-displacement as a degree of freedom (DOF) in the procedure.

on a logarithmic \( x \)-scale in Figure 2.11. For both identification methods, the parameters were initialized with a \(-30\%\) distance from their reference values.

For low noise levels up to 3\%, IDIC and FEMU produce similar results, equivalent to the results of tests without any noise, presented previously in Figure 2.5. However, for higher noise levels, IDIC shows lower relative error values for the identified parameters. For instance, for the elastoplastic test-case, at a noise level of 30\%, Poisson’s ratio is determined with a 23\% error by FEMU, while the error for the parameter identified by IDIC is below 1\%; a difference of 22 percentage points ([pp]). For even higher noise levels of 60\%, FEMU does not converge to a solution, due to the lack of successfully correlated subsets by the DIC routine. IDIC, however, is still capable of identifying the elastic parameters with relative error values in the order of 1\%, and even 0.1\% for the plastic parameters \( A \) and \( m \).

For the cubic orthotropic elastic test-case, a similar result is observed, yet, due to the larger standard deviation, the increasing trend is less obvious for parameter \( \nu_{xy} \). In particular, the shear modulus \( G_{xy} \) highlights a difference between FEMU and IDIC, since it is determined with a 30 [pp] lower error by IDIC than by FEMU at a noise level of 10\%. This difference is even more pronounced at a noise level of 30\%, at which the error for \( G_{xy} \) is 50 [pp] lower when identified by IDIC than when identified by FEMU.

The observation that IDIC is more robust with respect to image noise than FEMU, (as marked in rows 3 and 8 of Table 2.1), is due to the higher degree of regularization in
the correlation procedure. Since IDIC is a one-step approach, entire images are directly correlated for the identification process, making use of global regularization by mechanical sensitivity maps, see [Eq. 2.16]. FEMU, however, is a two-step approach. Though making use of the same sensitivity maps in the identification procedure as IDIC, the first step (DIC) is performed on the images, making use of local, subset-based regularization. Less data is taken into account in correlating the relatively small, independent subsets, decreasing the signal-to-noise ratio, and increasing the sensitivity to noise [45]. This results in errors in the calculated displacement fields, which propagate to the FEMU identification procedure. Note that a global DIC routine is known to be more robust with respect to image noise than a subset-based approach [45], because the DIC problem becomes more regularized. Using such a global DIC method within FEMU, as done by Mathieu et al. [95], may therefore significantly improve noise robustness if the regularization approach in the DIC procedure is well chosen. The high degree of regularization in the IDIC method by the small number of degrees of freedom and associated level of noise robustness is, however, unlikely to be reached by a global DIC routine within FEMU.

Comparing the results from the cubic orthotropic elastic test-case to those from the elastoplastic test-case, it is concluded that the mean relative errors are higher and the standard deviations increase substantially for higher noise levels. This is, once again, attributed to the small displacements occurring in the virtual cubic orthotropic elastic specimen, which are in the same order of magnitude as the spatial length-scale over which the applied noise varies; 1 pixel. The accuracy of resolving parameters using such fine kinematics is more noticeably affected by noise than in the elastoplastic test-case, where larger displacements occur between subsequently captured images.

Figure 2.11. The relative errors of the parameters plotted against different noise levels for (a) the elastoplastic and (b) cubic orthotropic elastic test-cases.
2.5.7 Complex test-case: sharply notched tensile bar

So far, the performances of IDIC and FEMU have been investigated with respect to realistic error sources, under optimal conditions described in Section 2.5.1. In the following results, the performance of both methods is further examined using a virtual, tensile specimen with two vertically oriented sharp notches. The notches do not extend during experimentation, but invoke highly localized plastic deformation in their proximity. Once again the material behaves elastoplastic, with the four parameters being: \( E \), \( \nu \), \( A \), and \( m \). The geometry with the notches is shown in Figure 2.12. The virtual experiment is conducted with the same reference image (and pattern), boundary conditions, and material model (Von Mises model with power-law hardening) as the elastoplastic test-case described in Section 2.4. The notch, which widens as deformation increases throughout the (virtual) experiment, exposes free surfaces of the specimen (at the edges of the notch). These free edges and the tip of the notch hold most of the meaningful kinematic information, such as localization of deformation, and must therefore be included in the region of interest of the identification procedure (for both IDIC and FEMU). White noise with an amplitude of 3\% is added to the images, which is a level at which no difference between IDIC and FEMU was observed in the previous elastoplastic experiment (Figure 2.11(a)). In order to eliminate possible bias due to specific noise realizations, three random realizations of noise were generated. IDIC and FEMU are used to identify the four elastoplastic parameters; \( E \), \( \nu \), \( A \), \( m \), using the same material model as used in the virtual experiment, and starting with an initial guess distance of −30\% from the reference parameter values. The averaged results, in terms of relative errors on the parameters, are shown in Figure 2.12, and indicated in row 10 of Table 2.1.

The importance of the subset size in the DIC procedure was already shown in Figure 2.5(a), where it was concluded that subsets smaller than pattern features result in inaccurate parameter identification by FEMU. The present results reveal that larger subsets of 25 pixels (px) in length and width, although encompassing sufficient pattern features, produce erroneous parameter values. This is caused by the loss of spatial resolution of the DIC procedure, due to larger subsets, through which it fails to capture the localized kinem-
matics surrounding the sharp notches. Interestingly, this shortcoming is difficult to assess from the depicted deformation fields, and is better quantified by investigating the correlation coefficients. The latter coefficient is used to assess the success of the subset correlations in local DIC algorithms [96, 97], and is formulated as:

\[ C = 1 - \frac{\Psi}{\int_{\Omega} f^2 d\vec{x}}, \]  

(2.32)

where \( \Psi \) is the residual of each subset (with spatial domain \( \Omega \)) between images \( f \) and \( g \), as defined in [Eq. 2.3]. The normalization with \( \int_{\Omega} f^2 d\vec{x} \) leads to a correlation coefficient \( C \) between 0 and 1, corresponding to no correlation and perfect correlation, respectively. Figure 2.13 shows correlation coefficient fields, at the end of the applied deformation (final time increment), for the DIC analysis, using the two different subset sizes of 15 and 25 pixels. It is obvious that subsets positioned on or near the notches of the specimen are not successfully correlated. For both subset sizes the mean absolute value for \( C \) is 0.999, which indicates an adequate correlation. However, as seen in the result of Figure 2.12, when using the displacement results from the DIC analysis with subsets of 25 by 25 pixels, erroneous parameters are identified by the FEMU method. This implies that critical choices, associated with regularization of the DIC process, which are also required in a global DIC approach, may have a significant influence on the FEMU performance. Since in IDIC, the DIC problem is integrated with the identification procedure, this extra choice regarding the subset size and other DIC settings that were not tested, e.g., the shape functions used within subsets and the initial guess choice within the DIC algorithm, are absent.

2.6 Conclusions

To investigate the performance of an IDIC-based parameter identification procedure, it was compared to its most similar equivalent: the conventional FEMU method. Although
both methods utilize DIC and FEM to identify model parameters, there is an important difference. FEMU is a two-step approach, requiring two iterative procedures: (1) local DIC to calculate full-field displacements and (2) the minimization procedure that uses these fields to identify constitutive parameters of a FE-model. IDIC, on the other hand, is a one-step approach, with one iterative procedure to identify the model parameters. In the latter method, the most rudimentary experimental data is used for parameter optimization: intensity images, instead of using processed derivatives, e.g., displacement fields. The goal of this research was to make an objective comparison between FEMU and IDIC, in order to gain understanding of the influence of a one-step approach with respect to a two-step approach. The method of IDIC has very recently been validated against FEMU with a global DIC implementation by Mathieu et al. [95]. In the current research, the most standard form of FEMU was used; making use of subset-based DIC to calculate displacement fields and both methods were implemented equivalently. Two virtual test-cases, involving notched tensile bars with cubic orthotropic elastic and elastoplastic material models, were studied to assess the performance of both methods when subjected to the most important realistic sources of error: systematic errors, poor initial guesses, modeling errors, and image noise. These test-cases were chosen because of their imposed challenges for the identification methods regarding small displacements (cubic orthotropic elastic case), localized deformation (due to geometry), and localized mechanical response (plasticity in the elastoplastic case).

It was found that FEMU and IDIC are equally robust with respect to poor initial guesses for parameters with which the identification procedures are initialized and equally sensitive to errors made in the utilized FE-model.

Significant differences between the methods were revealed in the presence of (1) systematic errors leading to erroneous identification, (2) image noise, and (3) experimental error. Because of its two-step nature, FEMU contains more sources of systematic error than IDIC, leading to slightly higher errors on the identified parameters. This becomes more pronounced in test-cases exhibiting small displacements (such as the cubic orthotropic elastic case). Moreover, IDIC is less sensitive to image noise than FEMU. This results from the high level of regularization of the image correlation procedure by a limited set of degrees of freedom: the mechanical parameters. On the contrary, in FEMU, local subsets are individually correlated, requiring a large number of degrees of freedom. The ill-posed DIC problem is thereby less regularized, and the signal-to-noise ratio within each subset is lower.

Furthermore, a test-case of higher complexity, involving a tensile specimen with two sharp notches, reveals the criticality of the subset size in the DIC algorithm of FEMU. Subsets that are too large to capture fine kinematics result in erroneous identification of model parameters, as do subsets smaller than speckle-pattern features. The correctness of the chosen subset size is difficult to assess from the DIC results (e.g., correlation coefficient), jeopardizing the reliability of FEMU results. The choices regarding such DIC-related settings are absent in IDIC.
Because of the versatility of the underlying FE-simulations used in IDIC and FEMU, both methods are applicable to a wide range of problems involving complex material behavior and inhomogeneous specimen geometries. However, the two-step nature of FEMU requires critical regularization choices in the DIC algorithm, the optimization of which are intricate and tedious. The robustness of FEMU with respect to image noise may be improved by using a global DIC routine, instead of a subset-based method as used in this research. Nonetheless, the choices associated with a global regularization scheme (e.g., a mesh with Lagrangian shape functions, global polynomials, B-splines, NURBS) are expected to be even more extensive than in a subset-based scheme. Especially for complex, inhomogeneous specimen geometries (such as a sharply notched specimen), global DIC would require additional procedures, such as image masking, in order to locally eliminate global continuity of the regularization functions. It is therefore concluded that, despite their mathematical resemblance, IDIC is less laborious than FEMU and, more importantly, contains less potential error sources because of its one-step nature, resulting in more reliable identification results. This becomes especially pronounced for test-cases involving small displacements, significant image noise, misalignment of the specimen with respect to the loading direction, or more complex kinematics.
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CHAPTER 3

Full-field identification of mode-I cohesive zone parameters

Abstract

Accurate characterization of adhesion properties in microelectronic systems is challenging due to (1) the far-field load application that often falls outside the microscopic field of view, (2) the ultra-small loads associated with specimen deformation, and (3) the load-case and specimen dependent interface response. To overcome these challenges, a generic method based on Integrated Digital Image Correlation (IDIC) is proposed, which identifies cohesive zone model parameters (of an arbitrary model not intrinsic to the identification method), by correlating images of a delamination process from a restricted field of view at the microscopic scale, whereby far-field loading data cannot be exploited.

To quantify the effects of potential error sources on the performance of the proposed IDIC-routine, virtual experimentation is first conducted. Inaccurate application of boundary conditions in the FE-model of IDIC is thereby shown to be the most critical source of error. Subsequently, a real double cantilever beam (DCB) experiment has been analyzed as a well-defined test-case for characterization of adhesion properties. Since the Young’s modulus of the bulk material is generally well known, the imaged, elastically deforming bulk material acts as a force sensor. External load measurement can therefore be omitted from the identification process, thereby rendering the interface identification method independent of the particular test method. The implemented IDIC-algorithm is shown to be robust for accurately identifying the two cohesive zone parameters of interest: the work of separation $G_c$ and the critical opening displacement $\delta_c$.
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3.1 Introduction

Further down-scaling in the microelectronics industry requires the fabrication of dissimilar materials into a dense stack with a complex 3D geometrical structure. Thereby, the number of interfaces per unit of volume increases, as well as the loads on these interfaces due to the mismatch between the coefficients of thermal expansion of the interfaced materials. Interface failure therefore jeopardizes the integrity of the entire system. Hence, the strength and toughness of such interfaces are of great importance during fabrication and usage of micro-electronic devices. In the microelectronics industry, the micro-fabrication processing scheme of microelectronic devices with adopted process parameters is typically strongly regulated and restricted. Therefore, the optimization of the microelectronic design for preventing interface failure is currently based on a lengthy (and costly) trial and error procedure. In order to improve the design geometry by means of predictive numerical failure analysis instead, the mechanical behavior of the critical interfaces needs to be characterized in detail. This requires interface tests to be performed on specimens with the same micro-structure, residual stress conditions, and thermo-mechanical deformation history in the layers as in the actual application, since all of these aspects may strongly influence the interface behavior. In other words, the test specimens should be processed using the same micro-fabrication process as the actual device, including restrictions on maximum in-plane dimensions, thus ruling out dedicated blanket specimens with a simplified material layer stack. Only then can the identified interface behavior truly be used in a predictive fashion to further optimize the geometry of the microelectronic design. Conventional methods rely on accurate knowledge of the applied forces (or moments) to induce interface delamination, and their use is restricted to simplified specimen geometries that do not resemble the actual application \cite{17, 18, 21, 24, 25, 114–116}. Because of the complex multilayer material structure in microelectronic devices, both of these prerequisites are not trivially met for specimens extracted directly from these devices. In contrast, the present proposal is set up specifically to realize an identification method that is independent of such requirements, and that can be used on intricate specimen designs that are fabricated with the same processing scheme as the application. Measuring the ultra-small loads associated with mechanical testing of microelectronic specimens imposes additional demands on the sensitivity of the load mea-
measurement, which therefore requires non-commercial, highly specialized measuring equipment that is difficult to use [117].

As a first step towards realizing microelectronic interface characterization, here, a generic method for the identification of cohesive zone (CZ) model parameters is developed. A general, yet arbitrary cohesive zone model is employed here, and it is stressed that the chosen model is not intrinsic to the method, meaning that other models may also be used. To this end, the method of Integrated Digital Image Correlation (IDIC) is investigated, which employs finite element (FE) simulations to correlate images of a mechanical deformation process. Literature has demonstrated IDIC to be a versatile and robust method for mechanical parameter identification in general [73, 85, 87, 95, 118, 118]. Interface behavior, however, can only be observed indirectly by analyzing its kinematic effect on the surrounding bulk material during a mechanical experiment, which puts additional demands on the sensitivity of the IDIC-routine. The typical measurement resolution of DIC is $\sim 0.01$ of a digital pixel [90, 96, 100, 119]. In combination with a smallest pixel size approaching $\sim 100$ nm for commercially-available optical microscopes, this is sufficient for capturing the displacements associated with the delamination of microelectronic material layers in the order of nanometers. Hence, the required sensitivity can only be achieved through microscopic investigation of the deforming bulk material with sufficient magnification. Under these conditions, the load application generally falls outside the microscopic field of view and a proper method is required to substitute these inaccessible, far-field boundary conditions (BC) of the experiment by local BC applied to the FE-model within the restricted field of view. A problem that consequently arises is the validation of the local reaction forces, which generally differ from the measured force at the location of load application in the experiment (because of the reduction of a system of forces at another location). However, when stiffness properties (e.g., Young’s modulus) of deforming adjacent material layers are known, it should be possible to identify CZ-parameters from the elastic deformation of the adjacent layers only, i.e., without using the (possibly measured) applied load. This brings the additional advantage of the proposed method not requiring this load data which in many small-scale experiments cannot be measured accurately. The demanded high sensitivity of IDIC to the kinematic effects of the CZ-parameters requires the method to be rather insensitive to various potential error sources. Experimental errors result from the imaging technique and modeling errors arise from (1) the applied geometry in the FE-model, (2) the boundary condition application, and (3) the adopted constitutive model.

Therefore, the goal of this chapter is to develop an IDIC method that properly transforms the far-field boundary conditions to local boundary conditions in a FE-model matching the restricted microscopic field of view. The developed method is applied to the well-known double cantilever beam (DCB) test-case for interface characterization in microelectronic systems, which makes validation of the method accessible. Firstly, virtual DCB experiments are performed to analyze the performance of IDIC when subjected to various artificially applied error sources, with special focus on the application of boundary conditions. The optimized method is then validated using single and double cantilever beam experiments.

This manuscript briefly reviews the underlying theory and methods of IDIC and CZ-models in Section 3.2. The development and validation of an appropriate IDIC-methodology, adopting local boundary conditions, and its experimental results are presented in Sections 3.3–3.6, followed by general conclusions in Section 3.7.
3.2 Methods

To characterize interfaces, the following methods are required: (1) Integrated Digital Image Correlation, see Section 3.2.1, and (2) a cohesive zone model to be employed in FE-simulations, see Section 3.2.2.

3.2.1 Integrated digital image correlation

Integrated digital image correlation is a full-field identification method allowing to directly identify the constitutive parameters of a material model [66, 84, 86]. Images of a deformation process, taken at different moments in time $t$ (e.g., by a digital camera sensor), are correlated [45, 48, 65, 103] by optimizing the constitutive parameters of a material model that governs the deformation. A random pattern is typically applied to the tested material to promote uniqueness of contrast in the images.

Conservation of brightness in the images is assumed and forms the starting point of the optimization procedure:

\[
\begin{align*}
    f(\vec{x}, t_0) &\approx g(\vec{\Phi}(\vec{x}, t)) = g \circ \vec{\Phi}(\vec{x}, t), \\
    \vec{\Phi}(\vec{x}, t) &\approx \vec{x} + \vec{U}(\vec{x}, t),
\end{align*}
\]

(3.1) (3.2)

where $f$ and $g$ are the scalar intensity fields of, e.g., light detected by an optical camera. The vector function $\vec{\Phi}$ maps the pixel position vector $\vec{x}$ in image $f$ (corresponding to the reference material state at time $t_0$), to the pixel position vector in image $g$ (corresponding to the deformed state at time $t$). The displacement field $\vec{U}(\vec{x}, t)$ can be approximated by the results from a FE-simulation of the experiment: $\vec{U}(\vec{x}, t) \approx \vec{h}(\vec{x}, t, \theta_i)$, which, in turn, depends on the constitutive model parameters $\theta_i = [\theta_1, \theta_2, \ldots, \theta_n]^T$, where $n$ is the total number of unknown parameters. The mapping function is therefore also directly dependent upon these parameters: $\vec{\Phi}(\vec{x}, t) \approx \vec{\phi}(\vec{x}, t, \theta_i)$. A least squares residual problem is introduced as follows:

\[
\Psi = \int_\tau \int_\Omega \frac{1}{2} \left( f(\vec{x}, t_0) - g \circ \vec{\phi}(\vec{x}, t, \theta_i) \right)^2 d\vec{x} dt.
\]

(3.3)

This residual is minimized simultaneously at all pixel intensity levels in space-time, defined by a spatial domain $\Omega$ and a time domain $\tau$, by optimizing the constitutive parameters $\theta_i$ by the Gauss-Newton method [103]:

\[
\frac{\partial \Psi}{\partial \theta_i} = 0,
\]

(3.4)

yielding the following linear system of equations:

\[
M_{ij} \delta \theta_j = b_i,
\]

(3.5)
where, the correlation matrix $M_{ij}$ and the right-hand side $b_i$ are:

$$
\forall (i) \in [1,n], \quad b_i = \int_\tau \int_\Omega \vec{H}_i(\vec{x}, t, \theta_i) \cdot \vec{G}(\vec{x}, t, \theta_i) \left( f(\vec{x}, t_0) - g \circ \vec{\phi}(\vec{x}, t, \theta_i) \right) d\vec{x} dt,
$$

(3.6)

$$
\forall (i, j) \in [1,n]^2, \quad M_{ij} = \int_\tau \int_\Omega \vec{H}_i(\vec{x}, t, \theta_i) \cdot \vec{G}(\vec{x}, t, \theta_i) \vec{G}(\vec{x}, t, \theta_i) \cdot \vec{H}_j(\vec{x}, t, \theta_j) d\vec{x} dt,
$$

(3.7)

in which $\vec{G}$ is the gradient of the image with respect to the spatial coordinates, for which different choices can be made, which have been explored in detail in [103]. For convenience, the gradient of reference image $f$ is used here. Furthermore, $\vec{H}_i$ are the kinematic sensitivity maps, representing the dependence of the simulated displacements $\vec{h}(\vec{x}, t, \theta_i)$ on each parameter $\theta_i$:

$$
\vec{H}_i(\vec{x}, t, \theta_i) = \frac{\partial \vec{h}(\vec{x}, t, \theta_i)}{\partial \theta_i}.
$$

(3.8)

In order to calculate the sensitivity maps $\vec{H}_i(\vec{x}, t, \theta_i)$, a finite difference approach is used. The model response $\vec{h}^k(\vec{x}, t, \theta_i^k)$ is calculated, through the FE-simulation, for parameter set $k$. Each individual parameter $\theta_i^k$, belonging to the set, is perturbed by $\Delta \theta_i^k$, to calculate the perturbed model response $\vec{h}^k(\vec{x}, t, \theta_i^k + \Delta \theta_i^k)$. The sensitivity maps are subsequently determined as:

$$
\vec{H}_i(\vec{x}, t, \theta_i^k) = \frac{\vec{h}^k(\vec{x}, t, \theta_i^k + \Delta \theta_i^k) - \vec{h}^k(\vec{x}, t, \theta_i^k)}{\Delta \theta_i^k}.
$$

(3.9)

The sensitivity maps $\vec{H}_i$ are supplied to the system of equations [Eq. 3.5], by which the ill-posed IDIC problem is thus strongly regularized by the mechanics from FE-simulation.

Even though force correlation is not strictly necessary, as argued previously, it is included here for completeness. Besides correlating images, a squared residual of the applied load can be taken into account in the correlation routine, which is defined as:

$$
\vec{P}_F = \int_\tau \frac{1}{2} \left( \vec{F}_{\text{exp}}(t) - \vec{F}_{\text{sim}}(t, \theta_i) \right)^2 dt,
$$

(3.10)

where $\vec{F}_{\text{exp}}(t)$ is the experimentally measured force, and $\vec{F}_{\text{sim}}(t, \theta_i)$ is the computed reaction force, depending on the constitutive parameters $\theta_i$. This objective function is minimized by optimizing the parameters $\theta_i$ leading to a system of equations analogous to [Eq. 3.5]:

$$
N_{ij} \delta \theta_j = c_i,
$$

(3.11)

comprising load sensitivity functions that can be calculated in a similar manner as the kinematic sensitivity functions of [Eq. 3.8]. The objective function of the load residual is combined with the objective function of the image residual by superposing [Eq. 3.11] and [Eq. 3.5], leading to the following coupled system of equations:

$$
\left( (1 - \alpha) \frac{1}{\beta[M]} M_{ij} + \alpha \frac{1}{\beta[N]} N_{ij} \right) \delta \theta_j = (1 - \alpha) \frac{1}{\beta[M]} b_i + \alpha \frac{1}{\beta[N]} c_i,
$$

(3.12)
where $\beta$ is a normalization factor, corresponding to the maximum absolute value of the variable inside the subscripted brackets. In this way, both kinematic and load data enter the optimization problem to identify the parameters $\theta_i$. Furthermore, $\alpha \in [0, 1]$ is a weight factor, controlling the contributions of each objective function. Convergence is assumed when the Euclidean norm of the right-hand side of [Eq. 3.12] reaches a predefined criterion.

### 3.2.2 Cohesive zone model

Cohesive zone (CZ) models are widely used to describe a large variety of mechanical interfaces [22, 120–125]. In general, CZ-models lump all damage processes near the crack tip in the interface plane by relating the normal and shear components (indicated by subscripts $n$ and $s$, respectively) of the traction vector $\vec{T} = T_n \vec{e}_n + T_s \vec{e}_s$ to the opening displacement vector $\vec{\delta} = \delta_n \vec{e}_n + \delta_s \vec{e}_s$ between the separating material surfaces, where $\vec{e}$ is the unit vector. An effective opening displacement $\Delta$ is defined as:

$$\Delta = \sqrt{\delta_n^2 + \beta^2 \delta_s^2},$$  

(3.13)

where $\beta$ is the ratio between the maximum shear traction $T_{s,\text{max}}$ and the maximum normal traction $T_{n,\text{max}}$. Although other relations are possible [126, 127], the CZ-model adopted here makes use of an exponential relation that originates from the binding energies during atomic separation in bimetallic interfaces [128], which was shown to be suitable for different types of interfaces [23, 121, 129], including epoxy adhesives as used in this research [130]. The effective traction $T$ [Nm$^{-2}$] can be expressed with respect to the effective separation $\Delta$ [m] [131]:

$$T = G_c \frac{\Delta}{\delta^2_c} \exp \left( -\frac{\Delta}{\delta_c} \right),$$  

(3.14)

where the work of separation $G_c$ [Jm$^{-2}$] and the critical opening displacement $\delta_c$ (corresponding to the maximum effective traction $T_{\text{max}}$) are the CZ-parameters. The effective traction $T$ reads:

$$T = \sqrt{T_n^2 + \beta^{-2} T_s^2}.$$  

(3.15)

The FE-software **MSC.Marc/Mentat** is used in the present analyses, in which the CZ-model of [Eq. 3.14] describes the interfacial debonding between adjacent bulk material layers, using four-node elements with linear interpolation. The bulk material is described using a linear elastic material model and bilinear quadrilateral elements. Furthermore, a plane strain condition is assumed. A mesh convergence study was conducted to optimize the FE-discretization.

### 3.3 Double cantilever beam experiment

A DCB-specimen is made by gluing two 300 [$\mu$m] thin spring steel beams together with an Araldite 2020 epoxy glue layer ($\sim$ 10 [$\mu$m] thin). The glue thickness is controlled by applying a 10 [kN] pressure force to the glued beams, allowing excess glue to flow out from the sides of the specimen. The interface between the beams contains a 3 [mm] pre-crack. The dimensions of the specimen are shown in Figure 3.1. A speckle-pattern is applied to the
specimen by spray-painting. A micro tensile tester (manufactured by Kammrath & Weiss), in combination with the Miniaturized Mixed Mode Bending (MMMB) test setup developed by Kolluri et al. [114, 132], is used to delaminate the two beams under a pure mode-I loading condition. In order to later compare the IDIC-results with results from conventional identification methods, global force-displacement data is measured at one of the two tensile tester’s gripper clamps by a load cell and an LVDT measuring the total opening where the DCB-specimen is attached to the MMMB setup. Furthermore, images are acquired by optical microscopy and capture the deformation of the beams and the progressive failure of the glue interface. A total of 15 images, consisting of $1300 \times 512$ pixels with a physical pixel size of $5.45 \times 5.45$ [$\mu$m$^2$], are used for the IDIC-routine. The global experimental data of the reference specimen configuration and the deformed specimen are shown in Figure 3.2.

Both spring steel beams are assumed to deform linear-elastically with elastic parameters (as specified by the supplier): Young’s modulus $E = 210$ [GPa] and Poisson’s ra-
ratio $\nu = 0.33 \, [-]$. Between the two modeled beams, CZ-elements are inserted to represent the interface, except in the 3 [mm] long pre-crack region. As is typical for (more complex) microelectronic systems, the load application of the experiment falls outside the field of view (see introduction). For the DCB test-case in this chapter, only part of the specimen is captured in the images. Therefore, the kinematic boundary conditions for the FE-model must be extracted from the experimental images. To this end, a global digital image correlation procedure [105] is conducted on selected subregions of the images that correspond to the clamps of the MMB-set-up that are glued to the specimen’s top and bottom beams. From these DIC-analyses, displacements in $x$- and $y$-direction are acquired and applied as kinematic boundary conditions to the corresponding beam nodes in the FE-model. The sub-regions used for DIC and the FE-nodes at which kinematic boundary conditions are applied in the model are highlighted in Figure 3.2.

IDIC is used to identify the two mechanical parameters of the CZ-model: $G_c$ and $\delta_c$. Without any precautions or without properly applying the boundary conditions in the FE-model, IDIC may not converge, or may converge to a non-unique parameter set. At the start of the IDIC-procedure, initial guesses must be provided for the CZ-parameters: $G_c^0 = 33 \, [\text{Jm}^{-2}]$ and $\delta_c^0 = 16 \, [\mu \text{m}]$, which were values adopted from the experiments conducted by Kolluri et al. [22]. Figure 3.3 shows the convergence behavior of this case, in terms of the image residual (shown as a percentage [%] of the dynamic range of the images) and the Euclidean norm of the parameter updates $||\delta \theta||$. The poor convergence is mostly observed in
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Figure 3.3. Results from IDIC on the 15 experimental images. The convergence behavior is plotted in (a) and (b). The image residual fields (between the reference image at time $t_0$ and the final image at time $t$) are shown in (c), (d), and (e) in which the colors represent the percentage [%] of the dynamic range of the images. The blue band in the center of residual images (d) and (e) represents an image region that is not taken into account (masked) for correlation, because of pattern degradation near the crack region during delamination.
the fluctuating parameter update (Figure 3.3(b)) and in the relatively high remaining image residual values (Figure 3.3(a)). This is confirmed by the image residual after convergence, in which distinct pattern features can be clearly identified. To illustrate how the image residual should be assessed, the initial residual between the reference image $f$ and the image of the deformed configuration $g$ is shown in Figure 3.3(c). This is the computation of the objective function (image residual) without any displacement, even before an initial guess is given or boundary conditions are applied in the IDIC-routine. Patterns present in both images are clearly visible in this residual. The large improvement of Figure 3.3(d) with respect to Figure 3.3(c), in which the displacement field is calculated with the initial guess ($G^i_c = 33 \, [\text{Jm}^{-2}]$ and $\delta^i_c = 16 \, [\mu\text{m}]$), but not minimized by the IDIC-routine, is caused by the fact that this displacement field includes rigid body motion and an approximate DCB opening profile. IDIC optimization, however, does not give any improvement to this initial guess residual, as evident by comparing Figure 3.3(e) with Figure 3.3(d). Several revisions of the IDIC-routine and FE-model were tested by varying the assumed thickness of the beams, the pre-crack length, and Young’s modulus, but without any improvement to the disappointing results presented above.

The results from IDIC on data from DCB-experiments showed that proper convergence towards a reliable solution is not readily achieved. To improve on the method’s robustness and accuracy, virtual experiments are conducted to probe the method’s performance when subjected to various potential error sources.

### 3.4 Virtual experimentation

To better understand the problems associated with interface characterization, virtual experiments (VE) are performed using the DCB test-case. Special attention is given to a proper application of the local kinematic boundary conditions in the FE-simulation.

An artificial speckle pattern in reference image $f(\vec{x}, t_0)$ is deformed by imposing displacements from a FE-simulation to produce subsequent images $g(\vec{x}, t)$. The virtual images are then used in the IDIC-routine to identify the CZ-parameters of the model. Since the parameters are now known in advance, the accuracy of IDIC can be assessed quantitatively. The reference parameter values are: $G_c = 33 \, [\text{Jm}^{-2}]$ and $\delta_c = 16 \, [\mu\text{m}]$. The virtual experiment is performed on a 2D model of the entire DCB-specimen (see Figure 3.1 for the specimen dimensions). The kinematic boundary conditions are applied at the outer-left corner nodes of both beams, as illustrated in Figure 3.4(a). In order to reproduce the conditions of the real experiment, the magnitude of the prescribed nodal displacements in the virtual experiment is specified such that the resulting opening between the beams corresponds to the opening observed during the real experiment. Furthermore, similar to the real experiment, a total of 15 images were generated in the virtual experiment. To reduce interpolation errors possibly introduced during the generation of the virtual images, the element size used in the model of the virtual experiment is twice as small as the element size in the model used in the IDIC-routine. To test the performance of IDIC when more realistic (thus less ideal) patterns are used, a micrograph of a real specimen was also virtually deformed. Figure 3.5 shows two sets of virtual images: one image with an artificial speckle pattern generated by a combination of different Gaussian intensity peaks that is virtually deformed, and a second image taken from the real experimental reference image that is virtually deformed.
Figure 3.4. Illustration of the far-field kinematic boundary conditions (BC) as applied in the virtual experiment (a). To realize adequate boundary condition application within the restricted field of view, local boundary conditions are applied in the simulation used for IDIC (b), as explained in Section 3.5 (not yet employed in current Section 3.4).

Figure 3.5. Images resulting from virtual experimentation on an artificial speckle pattern (a) and (b), and the experimental image (c) and (d). The stretched pattern in between the delaminated beams (in both of the virtually deformed images) behind the crack tip is an artifact from the interpolation procedure used for image generation. For a real (physical) experiment, such artifacts are not present in this form, however, similarly, new intensity levels of pixels in between the delaminated beams appear from the background (see Figure 3.2).
3.4.1 Error sources

Different errors were probed by virtual experimentation, assessing the robustness of IDIC against image noise, the existence of a unique solution, the adequacy of the real speckle pattern, and the size of the assumed pre-crack in the model. For these tests, the model and its boundary condition application employed in the IDIC-routine are exactly the same as in the virtual experiment, shown in Figure 3.4(a), i.e., no reduced model corresponding only to a restricted field of view is used. An overview of the different test-cases and resulting errors are given in Table 3.1. Relative errors \( \epsilon \) of the identified CZ-parameters with respect to the reference values used in the virtual experiment are specified in percentages. The elastic parameters of the beams were kept at their reference values: \( E = 210 \, \text{[GPa]} \) and \( \nu = 0.33 \, [-] \).

<table>
<thead>
<tr>
<th>OBJECTIVE</th>
<th>METHOD OF TESTING</th>
<th>RESULTS</th>
<th>CONCLUSIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>test effect of images of different parts of deformation process</td>
<td>compare results when all images, or images of only the delamination regime, are used for correlation</td>
<td>for both cases ( \epsilon &lt; 1% )</td>
<td>only use images from delamination regime to reduce computational costs</td>
</tr>
<tr>
<td>test artificial vs. real speckle pattern</td>
<td>compare results from IDIC with artificial, or with real pattern</td>
<td>for both cases ( \epsilon &lt; 1% )</td>
<td>real pattern is adequate</td>
</tr>
<tr>
<td>test effect of image noise</td>
<td>artificial application of white noise of 3% to the images</td>
<td>( \epsilon &lt; 1% )</td>
<td>IDIC robust against noise</td>
</tr>
<tr>
<td>test effect of erratic rigid body motion as in real test</td>
<td>extract displacements from real experiment by DIC and apply as boundary conditions in VE</td>
<td>( \epsilon &lt; 1% )</td>
<td>IDIC robust against erratic motion</td>
</tr>
<tr>
<td>test uniqueness of solution</td>
<td>initial guesses ( G_c^i, \delta_c^i ) up to 10 times higher/lower than reference</td>
<td>( \epsilon &lt; 1% )</td>
<td>IDIC finds unique solution</td>
</tr>
<tr>
<td>test influence of incorrect assumption of pre-crack length</td>
<td>pre-crack length of 2 [mm] instead of 3 [mm] as in VE</td>
<td>( \epsilon &lt; 1% )</td>
<td>IDIC robust against pre-crack length in model</td>
</tr>
</tbody>
</table>

The results presented in Table 3.1 are briefly explained in the order in which they appear in the table. To understand whether specific images should be taken into account, results were compared for correlation of all 15 images or only 8 images taken during delamination. Both cases converged to the same, accurate solution with errors well below 1\%, i.e., correlating only the 8 final images corresponding to the delamination regime during the DCB test is
sufficient. Accurate results were obtained when IDIC was conducted with the actual speckle pattern of the real DCB test, meaning that the pattern is adequate. An image noise level of 3%, applied to the images, does not negatively influence the parameter identification results, meaning that the method is robust against such realistic levels of image noise. Furthermore, it was shown that image blurring, in order to smooth possible image noise, did not improve results. In fact, the errors on the CZ-parameters increased to 2.5%, meaning that image blurring should not be used. This indicates a pronounced sensitivity of the CZ-parameter identification with respect to the local kinematics. Image blurring decreases the spatial resolution of IDIC, meaning that the method becomes less sensitive to local kinematics. The erratic rigid body motion observed in the real experiment is applied as a boundary condition in a virtual experiment in order to assess IDIC’s performance under these conditions (see Figure 3.5(d)). IDIC produced accurate results for the CZ-parameters with errors well below 1% and is therefore robust against erratic rigid body motion (as adopted here). To test the robustness of IDIC with respect to distinct initial guesses for the CZ-parameters, the parameters were initialized with different values, up to 10 times higher/lower than the reference values used in the virtual experiment. For different initial guesses, IDIC consistently converges to the same unique solution, meaning that IDIC is robust against poor initial guess values. Furthermore, IDIC is, at least for this test-case, concluded to be robust against a possible error in the assumption of the pre-crack length, of which the measurement is nontrivial in a real experiment.

Based on the influence of the potential error sources listed in Table 3.1, the data acquired during experimentation should be adequate, allowing for a proper identification of the CZ-parameters with IDIC. The unsuccessful IDIC analysis of the DCB experiment in Section 3.3 is therefore attributed to the imprecise application of the boundary conditions in the FE-model employed within IDIC. As mentioned earlier, the proper application of boundary conditions in the FE-simulation is a challenge of IDIC, because the actual location of the applied load in the experiment lies outside the microscopic field of view. This calls for transforming the far-field boundary conditions of the experiment to local boundary conditions in the FE-model that corresponds to the limited, microscopic field-of-view. Applying the displacements extracted by DIC on the subregions as shown in Figure 3.2 is likely to be erroneous, since the subregions do not correspond to material of the DCB-specimen, but to the MMMB-setup’s clamping stubs, which may partly delaminate from the specimen and slightly rotate. Furthermore, the displacements of the subregions’ edges are eventually applied as boundary conditions to nodes at the beam edges. It is known that this DIC method [105] is accurate away from the edges of its subregions. It is therefore quite plausible that the kinematic boundary conditions extracted from these subregions constitute an inaccurate description of the actual displacements transferred from the stubs to the specimen during experimentation.

### 3.5 Optimization of IDIC boundary conditions

In order to review the role of the prescribed boundary conditions in IDIC, a systematic study using virtual experiments is performed. Analogously to the real experiment, where the load application falls outside the field of view, the far-field boundary conditions applied in the virtual experiment will not be captured within the virtually generated images. Instead,
local boundary conditions are applied in the simulation used within the IDIC-routine, which correctly capture the kinematics resulting from the far-field boundary conditions. To extract these local kinematic boundary conditions, precautions must be taken with respect to the following points: (1) to measure displacements, digital image correlation (DIC) is performed on a limited set of subregions within the images, which is referred to as the “DIC pre-step”; (2) measured displacements should be applied to a minimum number of nodes in the FE-model to prevent over-constraining the kinematics; (3) the boundary condition nodes must be sufficiently spaced in order to prevent stress fluctuations of $\sim 100$ [MPa] in the FE-simulation (an estimate based on the typical DIC resolution of $\sim 0.01$ [px] $[90, 96, 100, 119]$ and the employed nodal spacing of $\sim 15$ [px]). Because of the simple far-field boundary conditions applied in the virtual experiment, resulting in pure mode-I opening of the DCB-specimen, two boundary regions suffice for the corresponding local boundary conditions to establish kinematic equivalence: one subregion within each beam on the left side of the field of view. The nodal locations where the boundary condition are applied are chosen as close as possible to the neutral axes of the beams to assure that the beams can only comply to the applied nodal displacements by bending and not by shear. Transverse displacements are applied to the selected nodes, which are spatially separated in the longitudinal (horizontal) direction. To account for any rigid horizontal translation, a horizontal displacement is applied as a boundary condition to one node. Illustrations of the far-field boundary conditions of the virtual experiment and the local boundary conditions within the limited field of view are shown in Figure 3.4. The required number of boundary condition nodes per region is investigated next.

In a real experiment, the displacements are extracted in the DIC pre-step. In order to bypass the influence of potential error sources associated with the DIC extraction method, nodal displacements are first directly taken from the virtual experiment results and subsequently applied as local boundary conditions in the FE-simulation of the IDIC-routine. The displacement results from the FE-simulation with local boundary conditions are then compared to the displacement results from the virtual experiment with the far-field boundary conditions. Error fields are calculated at the final loading increment, as presented in Figure 3.6. As the number of incorporated boundary condition nodes increases, the error decreases. Obviously, using a single node in each boundary region does not result in deformation that is kinematically equivalent to the far-field boundary conditions applied in the virtual experiment.

### 3.5.1 IDIC with improved boundary conditions

To determine the required number of boundary condition nodes for the FE-model, IDIC is performed using boundary conditions involving different numbers of prescribed nodes (i.e., increasing the kinematic constraint). Images with a real speckle pattern, as deformed in the virtual experiment, see Figures 3.5(c) and (d), are used. The IDIC-routine is initialized with the same reference values for the CZ-parameters as those used in the virtual experiment, i.e., perfect initial guesses. The image residual to be minimized is assessed at the first iteration of the IDIC-routine (prior to convergence) in terms of percentage [%] of the dynamic range of the images. Furthermore, the mean absolute values of the displacement error fields (of Figure 3.6) of all time increments, and the converged CZ-parameters after minimization of the image residual are evaluated with respect to the number of adopted boundary condition
Figure 3.6. Error fields in terms of pixels of the simulated displacements $h_x$ and $h_y$, for kinematic boundary conditions applied to a different number of nodes within each boundary region. The arrows indicate the boundary conditions applied in the FE-simulation. In all cases, the $x$-displacement is prescribed to only one node. Near those locations the errors are zero, because the boundary conditions extracted from the virtual experiment are exact here.

The reduction of the far-field force system at a different location requires a minimum of two local boundary condition nodes. From Figure 3.7(a), it is clear that the image residual is relatively high when only a single boundary condition node in each region is prescribed. Consequently, during IDIC, the CZ-parameters converge to erroneous values, see Figure 3.7(c). By prescribing two or three nodes, respectively, the slope and the curvature of the bending beams can be captured, which improves the results. Optimal results are obtained by prescribing four nodes (spaced ten elements apart), because it allows to capture the essential beam kinematics, i.e., the curvature and its linear gradient over the length of the beams, without over-constraining the problem. Using four boundary condition nodes, the image residual in IDIC is relatively low, and consequently, the parameter identification is accurate, see Figure 3.7(c). Prescribing more than four boundary condition nodes does not improve the results and induces a stiff constraint instead, resulting in increased errors on the CZ-parameters. Hence, for this DCB test-case, it is concluded that locally prescribing four boundary condition nodes per subregion adequately establishes kinematic equivalence.
Figure 3.7. The influence of the number of boundary condition nodes per subregion on the image residual (a), the absolute displacement error (b), and the error on the converged CZ-parameters (c). The subfigures in (a) show a zoomed-in region of the image residual fields after convergence of the IDIC-procedures using different numbers of boundary condition nodes in the FE-model, with a color scale ranging from -10 to 10 [%] similar to Figure 3.3(c)-(e).

with respect to the far-field boundary conditions of the virtual experiment.

So far, the influence of boundary condition application was investigated without making use of the DIC pre-step to extract the boundary condition displacements, as required in a real experiment. The virtual experiment is subsequently revised using the full procedure: (1) performing a DIC pre-step on subregions of the images to measure displacements; (2) applying the measured displacements as boundary conditions in the DCB simulation; (3) performing IDIC on the virtually deformed images to identify the CZ-parameters of the interface. Whereas the local boundary conditions are here needed because of the restricted field of view, they also allow to reduce the size of the FE-model in IDIC for other problems. It suffices to only model the part of the specimen that is captured within the field of view, which reduces computational costs. The finite element size is \( \sim 15 \) [px]. The discretization and boundary conditions are shown in Figure 3.8 together with the imaged specimen, the subregions used for the DIC pre-step, and the region of interest taken into account in IDIC. The local boundary conditions applied in the model to the four nodes per subregion are also depicted. The DIC pre-step is implemented using global polynomial basis functions [105] for measuring the kinematic boundary conditions in the subregions of the images.

Results of the DIC pre-step in the top-left and bottom-left subregions of the virtually deformed images are presented in Figure 3.9. The residual fields, in terms of percentage [%] of the dynamic range of the images, are noticeably small. Furthermore, the differences of the displacements measured by DIC with respect to the nodal displacements of the virtual experiment are in the order of 0.01 [px], which is representative for a typical DIC resolution [90, 96, 100]. It is therefore expected to be sufficiently accurate to determine the kinematic boundary conditions for the FE-simulation of the IDIC-routine.

Identification results are presented in Figure 3.10 for two different IDIC cases with \( \alpha = 0.3 \) (see [Eq. 3.12]) and \( \alpha = 0 \). Identifying CZ-parameters without force correlation (\( \alpha = 0 \)) is only possible when Young’s modulus of at least one of the beams is known and kept constant during optimization of the CZ-parameters, because the deflection of the delaminated beams with known stiffness effectively acts as a force sensor. The CZ-parameters were initialized with the following values: \( G_c^i = 330 \) [Jm\(^{-2}\)] and \( \delta_c^i = 160 \) [\( \mu \)m], which are ten times larger
Figure 3.8. Illustration of the application of local kinematic boundary conditions. A restricted view of the DCB test is used in the FE-simulation within IDIC (for visualization clarity the FE-mesh is drawn a factor two coarser in horizontal dimension than it is in the simulation). The subregions used for the DIC pre-step for capturing the boundary condition displacements, and the region used in IDIC for parameter optimization, are highlighted. The subregion on the right of the field of view is only used in the real experiment (described in Section 3.6) and not in the virtual experiment.

Figure 3.9. Results from the DIC pre-step in the two subregions of the virtual images to extract the kinematic boundary conditions. The residual fields in terms of [%] of the dynamic range of the images, and the displacement fields in \(x\)- and \(y\)-directions in terms of [px] are shown at the final time increment. The black dots indicate the nodal positions at which the corresponding displacement fields' values are applied as boundary conditions in the FE-simulation for IDIC.

than the reference values used in the virtual experiment (see Section 3.4). The elasticity parameters of the beams are assumed to be known and given by: \( E = 210 \text{ [GPa]} \) and \( \nu = 0.33 \text{ [-]} \). For both cases, the CZ-parameters properly converged towards the reference values. The remaining relative errors on the CZ-parameters are: \( \epsilon_{G_e} = 1.72\% \), \( \epsilon_{\delta_e} = 4.59\% \) for the case with force correlation and: \( \epsilon_{G_e} = 0.65\% \), \( \epsilon_{\delta_e} = 1.25\% \) for the case without force correlation. Surprisingly, the latter is concluded to be more accurate, meaning that force correlation is not only unnecessary, but here also deteriorates the accuracy of the method. This counter-intuitive result is explained as follows. For the case in which force correlation is taken into account, the IDIC-routine uses both kinematic data (images) and force data (see [Eq. 3.12]). However, the transformed locations of the boundary condition nodes in the local FE-model do not trivially allow for direct validation of the corresponding vertical reaction forces to the far-field force in the virtual experiment. Furthermore, the above mentioned stress fluctuations may be of influence at the boundary condition locations. The
Figure 3.10. Results from IDIC on the virtually deformed images. The boundary conditions are extracted by a DIC pre-step from the subregions and next applied to the FE-simulation. Two IDIC-routines are tested: one in which force correlation is taken into account and one in which force correlation is omitted. For both cases the elasticity parameters of the bulk material are well known. The convergence behavior is plotted in (a) and (b), and the image residual fields (between reference and final image) are shown in (c), (d), and (e), in terms of [%] of the dynamic range of the images.

region of interest (ROI) used for image correlation is therefore taken at a distance from these locations, as seen in Figure 3.8 (IDIC ROI). At this distance kinematic fluctuations will not have a significant influence because of Saint-Venant’s principle.

3.5.2 Force data exclusion

From the previously presented results it is concluded that if boundary conditions in the FE-model of IDIC are applied in subregions that do not correspond with the location of the physical boundary conditions, the corresponding reaction forces cannot be used for force correlation, as they would lead to less accurate results. In a physical experiment, experimental errors obviously play an important role. The forces are measured by a load cell far from the field of view, and may not fully represent the forces applied to the specimen. There are two main reasons for this: (i) the kinematic boundary conditions are prescribed at locations that do not correspond to the physical (far-field) load application, hence, reaction forces differ due to the reduction of a system of forces from one location to another; (ii) in between the load cell and the specimen is the complex body of the Miniaturized Mixed Mode Bending setup [114, 132] that transfers the load and deformation from a tensile tester’s clamps to the specimen by a series of elastic flexure hinges. Although optimally designed, minute sliding, friction or misalignment in the setup may cause deviation from the assumed load transfer and jeopardizes accurate comparison of the measured forces to the forces on the clamps.
An additional practical problem is time synchronization of the different measurements: load measurement and image capturing of the deformation process for the duration of the shutter time. Unintended, asynchronous measurements effectively cause an error in the assumed load at a moment in time (corresponding to a snapshot of the specimen). For all these reasons, force correlation cannot be taken into account in IDIC for micro-scale tests with such a restricted field of view.

Recently, a paper was published that also addressed the challenge of identifying the interface parameters from delamination tests [71]. In that paper FEM updating (FEMU) was employed to simultaneously identify mixed-mode interface parameters from the combination of a DCB test and crack lap shear (CLS) test. However, the authors concluded that it is mandatory to include force correlation in the minimization of the objective functional (together with image correlation) to enable accurate parameter identification, a conclusion that was also drawn for parameter identification using only the DCB test. This conclusion varies from the one drawn here that force correlation is redundant. This contradiction can be explained by the different method for boundary condition application in the FE-model. In [71] all nodes of the entire top and bottom edge of the modeled DCB specimen geometry are kinematically constrained (with Dirichlet boundary conditions), which results in lower kinematic sensitivity to the parameters of interest than the less constraining boundary conditions advocated here, which explains the necessity for load data in [71]. Furthermore, in [71], the reaction forces are not evaluated at the locations of the physically applied boundary conditions, but at model locations, rendering the force reduction nontrivial and sensitive to errors.

As mentioned in the introduction, the goal of this chapter is to establish a generic identification method. Since the microscopic field of view is restricted, the physical (far-field) boundary conditions are not captured, and the real load transfer is not measured. This calls for replacing the far-field boundary conditions of the experiment by local boundary conditions in the FE-model within the actual field of view, making force correlation impossible. Moreover, there are purely kinematic testing setups in which forces cannot be measured at all, and IDIC must be employed without force correlation.

Before applying the developed method for a restricted field of view with Dirichlet boundary conditions to the DCB analysis, it has first been validated on a fully-defined single clamped beam bending experiment (with load data available) on an aluminum specimen without an interface (which is described in Appendix A).

3.6 The double cantilever beam revisited

The double cantilever beam experiment introduced in Section 3.3 is now revisited using the knowledge gained through virtual experimentation. The goal is to properly identify the CZ-parameters of the FE-model. Boundary conditions are measured in image subregions by a DIC pre-step and applied to four nodes in corresponding subregions of the FE-model, as described in Section 3.5.

3.6.1 DIC pre-step results

Because of rigid translations and rotation of the specimen during experimentation, a third subregion is incorporated to extract and impose boundary conditions. This subregion is po-
sitioned at the right-hand side of the field of view, as illustrated in Figure 3.8. Similar to the other two subregions on the left of the field of view, four nodes are kinematically prescribed in a corresponding subregion of the FE-model. Another reason for implementing the third subregion is to allow for more complex load-cases, involving mixed-mode delamination (not further analyzed here). The DIC pre-step results, in terms of final image residuals and displacement fields, are shown in Figure 3.11 for each subregion. The low image residual fields

![Image](image_url)

**Figure 3.11.** Results of the DIC pre-step on the three subregions in the experimental images to extract the kinematic boundary conditions. The image residual, in terms of [%] of the dynamic range of the images, and the displacement fields in x- and y-direction, in terms of [px], are shown at the final time increment. The black dots indicate the nodal positions where displacements are applied as kinematic boundary conditions in the FE-simulation for IDIC.

(compared to Figure 3.3) confirm the adequacy of the local kinematic boundary conditions in the FE-model.

### 3.6.2 Sensitivity maps

A sensitivity analysis is performed in order to assess the sensitivity of the displacement fields to each of the CZ-parameters. Sensitivity maps are defined in [Eq. 3.8], representing the sensitivity of the displacements $h_x$ and $h_y$, with respect to a change of a CZ-parameter. A high sensitivity indicates a good identifiability of the corresponding parameter. The perturbation factor (relative to each parameter) used to calculate sensitivity maps is set to $5 \times 10^{-4}$. In order to compare the sensitivity maps for the two parameters of interest, they are multiplied with the respective parameter values, i.e., the resulting maps can be assessed in terms of pixels [px]. Sensitivity maps corresponding to the ROI used for IDIC are shown in Figure 3.12. As expected, the horizontal displacement $h_x$ is less sensitive to the CZ-parameters than the vertical displacement $h_y$, since the DCB-experiment exhibits pure mode-I loading during which the vertical displacements dominate. Both parameters have a similar kinematic influence in the spatial domain, since the sensitivity fields take a similar distribution. However, the vertical displacement $h_y$ is clearly more sensitive to the work of separation $G_c$ than it is to the critical opening displacement $\delta_c$ (note the scale
Figure 3.12. Sensitivity maps for displacement fields $h_x$ and $h_y$ in terms of pixels [px] with respect to each CZ-parameter, corresponding to the ROI used for IDIC at the final time increment.

bars). Accordingly, $G_c$ can be identified with a higher accuracy than $\delta_c$, which is not a general conclusion, but is specific to this DCB test-case, including the used materials and the boundary conditions applied in the FE-simulation.

Considering the measurement resolution of DIC ($\sim 0.01$ [px]), the relevant $h_y$-sensitivities are adequate for proper identification of both CZ-parameters. Note that the sensitivity maps outside the ROI (not shown here) are negligible near the boundary subregions in which the boundary conditions are applied. Indeed, in those subregions the FE-model response follows the prescribed nodal displacements which are insensitive to the mechanical parameters.

### 3.6.3 Interface parameter identification

IDIC is conducted with 8 images taken during the delamination regime of the deformation process, without the physical boundary conditions within the field of view, and employing local boundary conditions. To test robustness and uniqueness, a total of eleven IDIC-routines are conducted, each of them initialized with different initial guesses for the CZ-parameter values. Forces are not correlated, and hence the elasticity parameters of the beam material are to be known in advance: $E = 210$ [GPa] and $\nu = 0.33 [-]$. To demonstrate the minimization of the objective function, examples of image residuals at the first and final iteration are shown in Figure 3.13. More results of the IDIC-routines are presented in Fig-

Figure 3.13. The image residuals in terms of [%] of the dynamic range of the images, corresponding to IDIC-routine H marked in Figure 3.14, before minimization (a), and after convergence towards the final CZ-parameters (b).
ure 3.14 for different initial guess values of the CZ-parameter. The convergence behavior in Figure 3.14 is shown in terms of (a) the image residual [%], and (b) the Euclidean norm of the iterative updates of the two CZ-parameters $||\delta\theta||$ (also showing the previously reported “failed” identification results of Section 3.3). An initial guess map is shown in (c), indicating different combinations of the initial guesses and the corresponding converged values of the CZ-parameters. The ranges of initial guess values are: $0.5 \leq G_c^i \leq 3000$ [Jm$^{-2}$] and $0.1 \leq \delta_c^i \leq 160$ [$\mu$m]. The robustness of this IDIC procedure is thereby demonstrated, as it minimizes the image residual for initial guesses that differ orders of magnitude. Uniqueness appears as all routines converge to identical values for the CZ-parameters. The average values and the corresponding standard deviations of the two identified cohesive zone parameters are: $\bar{G}_c = 128.1 \pm 1.2$ [Jm$^{-2}$] and $\bar{\delta}_c = 1.1 \pm 0.1$ [$\mu$m], where it is stressed that the standard deviations do not reflect the total uncertainty of the method, but merely indicate the standard deviation on the average parameter values, acquired by initializing the IDIC-procedure with different initial guess values for the cohesive zone parameters. They reveal the robustness of the optimization routine. The critical opening displacement $\delta_c$ is determined with a relatively larger standard deviation than the work of separation $G_c$. This is consistent with the sensitivity analysis of Section 3.6.2. The value for the critical work of separation $G_c$ lies within 10% of the value determined by the Andersson-Stigh [18] method from the global measurement data of Figure 3.2(c): $G_c = 138$ [Jm$^{-2}$]. This difference, although small, may be caused by a number of possible systematic errors. Firstly, a different choice for the shape of the traction-separation relation could yield different identification results, although the existence of a model error should reveal itself in the image residual fields. Assessment of this image residual (Figure 3.13) does not indicate that a different shape of the traction-
separation model is needed, therefore, the shape of the employed traction-separation model was not further investigated. Secondly, errors due to three-dimensional kinematics, e.g., anticlastic bending, have not been investigated, however, a three-dimensional model can easily be used with this method. The use of a three-dimensional model will surely be necessary in future work for interface characterization in real microelectronic applications exhibiting complex three-dimensional micro-structures.

3.7 Conclusions

To enable the characterization of interfaces in microelectronic systems, typically performed with testing equipment in which the location of load application falls outside the microscopic field of view, a generic and robust identification method based on Integrated Digital Image Correlation was developed. As a proof of principle test-case, a double cantilever beam (DCB) experiment was performed and images of the deformation process were acquired through optical microscopy.

A systematic study, making use of virtual experimentation, was conducted to develop IDIC into an adequate methodology for the identification of interface parameters of a general, arbitrary cohesive zone model that is not intrinsically part of the identification method (i.e., other models may be used). As typical for micro-scale specimens, the physical boundary conditions applied during an experiment fall outside the microscopic field of view, and require a method to substitute these far-field boundary conditions by local boundary conditions within the microscopic field of view (modeled in the IDIC-routine). To extract the local kinematic boundary conditions, a DIC pre-step must first be conducted on the experimental images. General criteria for the DIC-based measurement and application of boundary conditions were formulated. For the DCB test-case, these criteria result in the following simple local boundary conditions: the measured transverse displacements are optimally applied to four longitudinally spaced nodes in a boundary subregion of the FE-model. Using this method, the identification method becomes truly sensitive to the kinematic influence of the interface parameters on the imaged bulk materials. Because of the reduction of the far-field boundary conditions to the local boundary conditions, the corresponding reaction forces from FE-simulation may not trivially correspond to the force measured at the far-field location during (virtual) experimentation. Virtual experimentation showed IDIC to be accurate, without using the far-field force, which is only possible when the elasticity parameters of the deforming bulk material are well known.

The current method for boundary condition application is specific for this test-case comprising a DCB experiment. The key to success here was the optimization of boundary conditions using virtual experimentation. For a different test-case that does not consider DCB kinematics, the kinematics within the microscopic field of view that are imposed by the inaccessible far-field boundary conditions can be assessed in two ways. Firstly, by measuring the kinematics by digital image correlation. Secondly, if possible, by assessing the kinematics from finite element simulations in which the far-field boundary conditions are applied. Such measurements and simulations can be used to develop adequate boundary conditions (and their locations for application). Subsequently, the adequacy of the boundary conditions and their locations can be assessed and optimized using virtual experimentation, as was also done in the DCB test-case analyzed here.
The adequacy of the method to apply the local boundary conditions was first validated on a single cantilever beam experiment, see Appendix A. Subsequently, the optimized IDIC-routine was applied to experimental images, without load data, taken from the DCB experiment. The work of separation $G_c$ and the critical opening displacement $\delta_c$ of a cohesive zone model were to be identified. A sensitivity analysis revealed that identification is more sensitive to the former parameter than to the latter parameter. A series of IDIC-analyses with different initial guesses for the parameters all converged to nearly the same solution for the CZ-parameters, indicating that the optimization routine is robust and a unique solution exists. The work of separation $G_c$ lies within 10% of the value determined by the Andersson-Stigh method.

The proposed local boundary conditions applied within a restricted field of view in this chapter, in combination with IDIC with force correlation excluded, proved to be adequate by considering the DCB experiment as a model test-case. Thereby, a generic method based on IDIC has been developed for accurately identifying CZ-parameters, which omits (the invisible) far-field load application and does not require load measurement (when load data is missing or unreliable), but which exploits the elasticity of one of the deforming material layers as an implicit force sensor.
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CHAPTER 4

Mixed-mode cohesive zone parameter identification

Abstract

Mixed-mode loading conditions strongly affect the failure mechanisms of interfaces between different material layers as typically encountered in microelectronic systems, exhibiting complex material stacking and 3D microstructures. The integrated digital image correlation (IDIC) method is here extended to enable identification of mixed-mode cohesive zone model parameters under arbitrary degrees of mode-mixedness. Micrographs of a mechanical experiment with a restricted field of view and without any visual data of the applied far-field boundary conditions are correlated to extract the cohesive zone model parameters used in a corresponding finite element simulation. Reliable or accurate force measurement data is thereby not available, which constitutes a complicating factor. For proof-of-concept, a model system comprising a bilayer double cantilever beam specimen loaded under mixed-mode bending conditions is explored. Virtual experiments are conducted to assess the sensitivities of the technique with respect to mixed-mode loading conditions at the interface. The virtual experiments reveal the necessity of (1) optimizing the applied local boundary conditions in the finite element model and (2) optimizing the region of interest by analyzing the model’s kinematic sensitivity relative to the cohesive zone parameters. From a single virtual test, exhibiting a range of mode-mixedness, the mixed-mode cohesive zone model parameters are accurately identified with errors below 1%. The IDIC-procedure is shown to be robust against large variations in the initial guess values for the parameters.

Real mixed-mode bending experiments are conducted on bilayer specimens comprising two spring steel beams and an epoxy adhesive interface, under different levels of mode-mixedness. The mixed-mode cohesive zone model parameters are identified, demonstrating that IDIC is a powerful technique for characterizing interfaces, imaged with a limited field of view, which is relevant for microelectronic applications.

Keywords: full-field identification; Digital Image Correlation; inverse methods; mixed-mode cohesive zone parameters; finite element model
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4.1 Introduction

Development trends in the microelectronics industry require dissimilar material layers to be more densely fabricated into a small volume, while often being subjected to stringent thermo-mechanical loading conditions. The interfaces between the materials are therefore of increasing significance to the device’s mechanical and functional integrity, making proper characterization of interfaces of critical importance. The specimen-dependent loading conditions and process-dependent adhesion properties suggest that parameter identification should ideally be conducted on the actual device, bypassing the costly fabrication of dedicated specimens. Characterizing interfaces in such small specimens with complex 3D geometries requires micro-scale imaging whereby the far-field load application is no longer captured in the restricted field of view. Direct interface characterization methods that rely on simplified 2D geometries and well-defined loading conditions [18, 19, 21, 24] are therefore not applicable.

In the previous chapter [133], a method has been proposed to substitute such inaccessible far-field loading conditions on a double cantilever beam (DCB) experiment by local boundary conditions (BC) in a corresponding finite element (FE) model, in order to identify cohesive zone (CZ) parameters under mode-I loading conditions using integrated digital image correlation (IDIC) [73, 85, 87, 118]. It has been shown that global force data is not required for the identification of the mode-I cohesive zone parameters, provided that the elasticity parameters of one of the deforming material layers are known (serving as a local force sensor) [133].

Mixed-mode delamination typically occurs in microelectronic systems with 3D microstructures due to the elastic and thermal mismatch between the different material layers. Therefore, the present chapter extends the mode-I IDIC method of [133] to the considerably more complex mixed-mode load cases. A model system is used to assess the developed methodology, consisting of a bilayer specimen loaded in mixed-mode bending. After introducing the identification method of IDIC in Section 4.2, virtual experiments (VE) are analyzed in Section 4.3 on virtual bilayer specimens loaded under different degrees of mode-mixedness. The performance and the limits of the IDIC-based identification technique are thereby in-
vestigated, allowing to assess the complexity accompanying mixed-mode loading conditions. Special attention is given to optimizing the kinematic sensitivity of the IDIC-procedure with respect to the mixed-mode cohesive zone parameters. In Section 4.4, IDIC is subsequently applied to real bilayer specimens bonded with an industrial epoxy adhesive and loaded in mixed-mode bending. Mixed-mode cohesive zone parameters are properly identified using the microscopic images only, and without using global force data (replaced by known elasticity properties of the beams). Conclusions on the effectiveness of the approach are summarized in Section 4.5.

4.2 Methodology

4.2.1 Mixed-mode bending experiments

In order to establish a generic method for the identification of interface parameters of micro-electronic systems under mixed-mode loading conditions, a model system is used. This system consists of bilayer specimens loaded in a Miniaturized Mixed Mode Bending (MMMB) setup, developed by Kolluri et al. [114, 132]. The specimens consist of two spring steel beams that are bonded with an industrial epoxy adhesive, i.e., Araldite 2020. The glue layer thickness is approximately 10 [µm], and is applied by filling the micro-scale roughness depressions of the adherends (beams) with glue. To ensure a uniform glue thickness, a razor blade is used to remove excess glue above the adherends’ roughness profile. Subsequently, a compressive force of 10 [kN] is applied to bond the beams. The dimensions of each beam are 35 × 5 × 0.3 [mm³]. After curing of the adhesive at room temperature, an interface pre-crack of 3 [mm] is made by an ultra-thin razor blade, and, subsequently, a speckle pattern is applied to the specimen by spray painting, resulting in speckles with a typical size of ∼10 [µm]. The specimen is attached to the MMMB setup by dovetail-shaped insets that slide into a fixed position of the MMMB setup (see Figure 4.1).

The MMMB setup is used in combination with a small-scale tensile stage (Kammrath & Weiss), occupying a load cell with a capacity of 50 [N]. The full range of mode-mixedness (i.e., from pure mode-I to pure mode-II) can be imposed by changing the position of the fixture of the MMMB setup, called the “mode selector”, to the tensile stage [114, 132]. In-situ MMMB tests are conducted under optical microscopy using a digital camera to capture the deformation process. The 8-bit images, each comprising 2720 × 2200 pixels, are subsequently used for the integrated digital image correlation (IDIC) identification process. The experimental setup, together with examples of images of the specimen, are shown in Figure 4.1.

4.2.2 Virtual mixed-mode experimentation

To extend the identification technique (explained in Section 4.2.3) and quantify its accuracy in a controlled manner, virtual experiments are conducted before real experiments are performed. As MMMB tests on bilayer specimens are used as a model system, virtual MMMB experiments are carried out by finite element simulations on a model of the bilayer specimen. Artificial images are reproduced from the simulated deformations. Figure 4.2 shows an illustration of the MMMB setup, the mode selector position, and a schematic representation of the externally applied far-field boundary conditions. To avoid modeling the entire MMMB setup, the boundary conditions in the virtual experiment are implemented by a nodal tying
Figure 4.1. (a) Miniaturized Mixed Mode Bending (MMMB) setup inside a micro-scale tensile stage imaged with an optical microscope. (b)-(c) Microscopic images of a mixed-mode bending test on a bilayer specimen.

Figure 4.2. (a) Miniaturized Mixed Mode Bending (MMMB) setup design. (b)-(c) A schematic representation of the applied boundary conditions for virtual experimentation, and an example of a mixed-mode deformed configuration, with the bending beams in blue and the damaged interface in yellow. (d)-(e) Examples of virtual images, corresponding to the indicated field of view (FOV), of an artificial speckle pattern in the reference and the deformed configuration.

...relation that reflects the ideal kinematics of the MMMB setup (see [134] for details), and...
which reads:
\[ u_{y,A} = \frac{1}{1-\xi} u_{y,MMMB} + \frac{\xi}{1-\xi} u_{y,B}, \]  
(4.1)
\[ \xi = \frac{H}{\gamma}. \]  
(4.2)

The vertical displacement \( u_{y,MMMB} \) represents the displacement that the tensile stage imposes on the MMMB setup, which is the far-field prescribed kinematic boundary condition in the virtual experiment. The normalized mode selector position \( \xi \) defines the amount of mode-mixedness imposed on the bilayer specimen and takes a value between 0 (pure mode-I) and 1 (end notch flexure, i.e., shear plus compression), while pure mode-II is realized at \( \xi \approx 0.75 \), depending on the specimen specifics, such as its dimensions and mechanical properties [130].

The interface is modeled using an exponential cohesive zone model [125–128, 131] that lumps all damage processes near the crack-tip in the interface plane between two material surfaces. The model implemented here was originally developed by Van den Bosch et al. [135] to describe fibrillating interfaces. It relates the traction vector \( \vec{T} = T \vec{e} \) [Nm\(^{-2}\)] to the opening displacement vector \( \Delta = \Delta \vec{e} \) [m] of the separating material surfaces, where \( \vec{e} \) is a unit vector along the line that links two associated material points at opposite sides of the interface:

\[ T = G_{c,n} \frac{\Delta}{\delta_c} \exp \left( -\frac{\Delta}{\delta_c} \right) \exp \left( \ln (\zeta) \frac{d}{2} \right), \]  
(4.3)

where the work of separation \( G_{c,n} \) [Jm\(^{-2}\)] and the critical opening displacement \( \delta_c \) (corresponding to the maximum effective traction \( T_{\text{max}} \)) are the model parameters. The local state of mode-mixedness (at every interface location, hence not to be confused with the globally imposed mode-mixedness \( \xi \)) is represented by \( d \). In case of pure mode-I opening, \( d = 0 \), and in case of pure mode-II opening, \( d = 2 \), while \( 0 < d < 2 \) for intermediate levels of mode-mixedness. Further details of the model can be found in [135]. The model can account for mode-dependency through the parameter \( \zeta \), which defines the ratio between the critical work of separation in the tangential (\( t \)) and normal (\( n \)) direction as follows:

\[ \zeta = \frac{G_{c,t}}{G_{c,n}}. \]  
(4.4)

The cohesive zone model has been implemented by user-defined, planar elements in a three-dimensional finite element model, using the software package MSC.Marc. The goal of this research is to be able to identify interface parameters for predictive FE-simulations, in which the interface is modeled with infinitely thin cohesive zone elements. Thereby, different failure mechanisms, physically occurring at a smaller, microscopic scale, are lumped into the cohesive zones of the model, without discriminating between, e.g., cohesive and adhesive failure. The bulk material is described using a linear-elastic material model with Young’s modulus \( E \) and Poisson’s ratio \( \nu \) corresponding to known values: \( E = 210 \) [GPa] and \( \nu = 0.33 \) [\( \cdot \)]. A mesh convergence study was conducted to optimize the finite element discretization: for each of the two beams, six elements are used over the thickness, and the
length and width of the elements near the interface are \( \sim 15 \, [\mu m] \), amounting to approximately 130 elements within the fracture process zone, which typically has a length of several millimeters (the exact length depending on the test-case).

The model effectively allows for the identification of \( G_{c,n} \) and \( G_{c,t} \). To this end, convenient use is made of the fact that the mode angle, defined as: \( \psi = \tan^{-1} \left( \frac{\delta_t}{\delta_n} \right) \), varies significantly along the fracture process zone of the interface [21, 23], as visible in Figure 4.3 for three test-cases with different mode selector positions \( \xi \). In these (and all other) illustrations, the initial crack-tip is located at \( x = 32 \, [mm] \) with respect to the origin on the left-end of the specimen, and extends 3 [mm] to the right-end of the specimen. The crack subsequently propagates from right to left during delamination. The variation of the mode angle depends on the applied boundary conditions, i.e., the amount of mode-mixedness induced by the mode selector position \( \xi \). For the case with \( \xi = 0 \), exhibiting pure mode-I kinematics through symmetric bending of the two beams, the mode angle does not vary and remains \( 0^\circ \) along the entire interface (not shown), since \( \delta_t = 0 \). For the case with \( \xi = 0.7 \), exhibiting mostly mode-II kinematics, the mode angle varies to a limited extent, but is relatively high along the entire interface (Figure 4.3(c)). For the test-cases with \( \xi = 0.2 \) and \( \xi = 0.5 \), the mode angle varies strongly along the fracture process zone (cf. Figures 4.3(a) and (b)). A spatially varying mode angle can be used to identify both parameters \( G_{c,n} \) and \( G_{c,t} \) from a single test under mixed-mode loading conditions.

![Figure 4.3.](image)

Figure 4.3. The traction and mode angle profiles along the interface (x-coordinate), for virtual test-cases with mode selector positions \( \xi = 0.2, \xi = 0.5, \) and \( \xi = 0.7 \), plotted for one time increment of the virtual experiment.

The model described above is next used for conducting virtual mixed-mode bending experiments with different mode selector positions \( \xi = 0.0, 0.2, 0.4, 0.5, 0.6, 0.7, 0.75 \), spanning the range of mode-mixedness between pure mode-I and pure mode-II. An artificial image of a bilayer specimen in the undeformed reference configuration was created by superposing random gray pixel spots from three standard normal distributions with different widths (3, 8, and 18 pixels), thereby realizing speckle features of different sizes. The speckle pattern was stored in an 8-bit, gray-valued image with 700 \times 550 pixels, corresponding to an imaged field of view (FOV) of 7.1 \times 5.9 [mm²]. The reference speckle pattern was subsequently deformed using the simulated displacement fields from the virtual experiment by interpolation of the reference gray values to displaced spatial pixel positions. Multiple images were thereby cre-
ated at selected time increments in order to capture the deformation process of the virtual specimen over time. Examples of a reference image and a deformed image are shown in Figures 4.2(d)-(e). In order to quantitatively investigate the effects of mixed-mode loading on the accuracy of the identified cohesive zone parameters, the supplementary (detrimental) effect of image noise is deliberately disregarded, i.e., no image noise is artificially added to the images in the virtual experiment.

4.2.3 Integrated digital image correlation

To identify the cohesive zone parameters, the integrated digital image correlation method [66, 84, 86] is used. Images of a deformation process are correlated by directly optimizing the mechanical parameters of a corresponding finite element model. To this end, residual images are calculated by back-deforming the images of the deformed material configurations, using the displacement fields from finite element simulations, and subtracting them from the image of the undeformed reference configuration:

\[
\Psi = \int_{\tau} \int_{\Omega} \frac{1}{2} \left( f(\vec{x}, t_0) - g \circ \vec{\phi}(\vec{x}, t, \theta_i) \right)^2 d\vec{x} dt, \tag{4.5}
\]

where \( f \) and \( g \) are the scalar intensity fields (e.g., gray values) of the undeformed reference configuration at time \( t_0 \) and the deformed configurations at time \( t \), respectively. The symbol \( \circ \) is used to denote a function composition, i.e., image \( g \) is a function of the mapping function \( \vec{\phi} \) that maps the pixel position vector \( \vec{x} \) in image \( f \) to the pixel position vector in image \( g \) [103] by

\[
\vec{\phi}(\vec{x}, t, \theta_i) = \vec{x} + \vec{h}(\vec{x}, t, \theta_i), \tag{4.6}
\]

using the displacement field \( \vec{h}(\vec{x}, t, \theta_i) \) from a finite element simulation of the experiment that depends on the constitutive model parameters \( \theta_i = [\theta_1, \theta_2, \ldots, \theta_n]^T \) (where \( n \) is the total number of unknown parameters). Subsequently, the Gauss-Newton method is applied to iteratively minimize the square image residual of [Eq. 4.5] for all pixels in the space domain \( \Omega \) and the time domain \( \tau \) by updating the finite element model parameters to be identified [103, 118]:

\[
\frac{\partial \Psi}{\partial \theta_i} = 0, \tag{4.7}
\]

yielding the following linear system of equations:

\[
M_{ij} \delta \theta_j = b_i, \tag{4.8}
\]

where the correlation matrix \( M_{ij} \) and the right-hand side \( b_i \) are:

\[
\forall (i) \in [1, n], \quad b_i = \int_{\tau} \int_{\Omega} \vec{H}_i(\vec{x}, t, \theta_i) \cdot \vec{G}(\vec{x}, t, \theta_i) \left( f(\vec{x}, t_0) - g \circ \vec{\phi}(\vec{x}, t, \theta_i) \right) d\vec{x} dt, \tag{4.9}
\]

\[
\forall (i, j) \in [1, n]^2, \quad M_{ij} = \int_{\tau} \int_{\Omega} \vec{H}_i(\vec{x}, t, \theta_i) \cdot \vec{G}(\vec{x}, t, \theta_i) \vec{G}(\vec{x}, t, \theta_i) \cdot \vec{H}_j(\vec{x}, t, \theta_j) d\vec{x} dt, \tag{4.10}
\]
in which $\vec{G}$ is the gradient of the image with respect to the spatial coordinates, for which different choices can be made, which have been explored in detail in [103]. For convenience, the gradient of reference image $f$ is used here. Furthermore, $\vec{H}_i$ are the \textit{kinematic sensitivity maps}, representing the dependence of the simulated displacements $\vec{h}(\vec{x}, t, \theta_i)$ on each parameter $\theta_i$:

$$
\vec{H}_i(\vec{x}, t, \theta_i) = \frac{\partial \vec{h}(\vec{x}, t, \theta_i)}{\partial \theta_i}.
$$

In order to calculate these sensitivity maps $\vec{H}_i(\vec{x}, t, \theta_i)$, a finite difference approach is used, which requires the model response for a parameter set and the perturbed model responses for each perturbed parameter.

The problem of interest focuses on IDIC combined with microscopy where local images of the deformation process are recorded. Due to the required magnification, the load application, i.e., the physical boundary conditions (BC) typically lie outside the microscopic field of view. In Chapter 3, a method has been developed to substitute these inaccessible far-field boundary conditions by local, kinematic boundary conditions within the microscopic field of view corresponding to the finite element model employed in IDIC [133]. The method requires a digital image correlation (DIC) pre-step to extract the displacements in a limited set of subregions of the images of the deforming specimen. Subsequently, it has been shown that the resulting displacements should be applied to a minimum number of nodes in the finite element model to prevent over-constrained kinematics. These results, however, were confined to mode-I interface delamination only. The more involved local boundary conditions under mixed-mode loading conditions are studied and optimized in Section 4.3.1, using virtual experiments. Furthermore, it is emphasized that IDIC does not rely on explicit tracking of the crack-tip during experimentation. Instead, the experimental data in the form of images is used within the IDIC-procedure to optimize the cohesive parameters of the constitutive model used within the FE-simulations. The image correlation procedure within IDIC thereby minimizes the image residual, implicitly resulting in the crack-tip’s location to be validated by the FE-simulation, omitting the need to track the crack-tip.

### 4.3 Mixed-mode parameter identification using virtual MMMB experiments

The purpose of virtual experimentation is to assess the sensitivities of the identification method to interface delamination under mixed-mode loading in well-defined conditions. In order to capture the required kinematics in microelectronic systems, sufficient magnification is required, which results in an image with a restricted field of view. Appropriate local boundary conditions under mixed-mode loading conditions are therefore established using the model system specified in Section 4.3.1. The importance and the optimization of the kinematic sensitivity of IDIC with respect to the cohesive zone parameters is discussed in Section 4.3.2. Finally, identification results from virtual experimentation with different levels of mode-mixedness are discussed in sections 4.3.3 and 4.3.4, by quantifying the relative errors on the identified cohesive zone parameters. First, the optimization of the IDIC-routine is performed by identifying the effective parameters $G_c$ and $\delta_c$ for a mode-insensitive cohesive
zone model, i.e., with the mixed-mode parameter fixed at the value: $\zeta = 1$. After the routine has been optimized, new virtual experiments are performed from which the mixed-mode parameters are also identified, which is described in Section 4.3.4.

4.3.1 Local boundary conditions in a restricted field of view

Figure 4.4 illustrates the restricted microscopic field of view, which for the considered experiments has a horizontal field width (HFW) of 7.1 [mm]. The field of view neither captures the locations at which the loading is applied and measured (far-field locations not shown in the illustration), nor the full length of the specimen. The recently introduced method [133] is extended for substituting the far-field boundary conditions of the (virtual) experiment by local boundary conditions in a finite element model that corresponds to the restricted field of view, here for mixed-mode loading conditions. The procedure for applying local

![Figure 4.4. Illustration of the local boundary condition (BC) application in the 2D finite element (FE) model of IDIC, where arrows indicate in which direction (x or y) the measured displacements from the DIC pre-step are prescribed to the corresponding BC-nodes. The subregions used for the DIC pre-step and the region of interest (ROI) used for IDIC are highlighted.](image)

boundary conditions is: (1) displacements are measured in four subregions of the images (two per beam) by a digital image correlation (DIC) “pre-step”; (2) the measured normal displacements (in y-direction) are applied to four longitudinally aligned nodes in each subregion of the finite element model to accurately capture the bending kinematics of the beams with a limited number of boundary condition nodes to prevent over-constraining [133]; (3) additionally, and different from the mode-I DCB test-case of [133], the tangential displacement (in x-direction) are prescribed at four nodes in each subregion to accurately capture the linearly varying shear deformation, associated with mixed-mode kinematics in which the beams do not bend symmetrically. Again, a limited number of additional boundary condition nodes is used in order to prevent over-constraining. An additional advantage of using a local model with local boundary conditions is that only the specimen geometry corresponding to the imaged field of view needs to be modeled, reducing computational costs in the finite element simulation, and thus, in the identification procedure. Because of the reduction of the far-field boundary conditions to the local boundary conditions, the
corresponding reaction forces from finite element simulations do not trivially compare to the force measured at the far-field location during (virtual) experimentation. However, as shown in [133], the elastically deforming beams act as an implicit force sensor, making force validation unnecessary, if, and only if, the elasticity parameters of the beams are well known. An additional advantage of this approach is the fact that it circumvents frictional losses in the test-setup which are influencing the measured far-field forces.

The digital image correlation “pre-step” procedure, used to measure the kinematic boundary conditions for the local finite element model, and its optimization are discussed in Appendix B. The accuracy of the DIC pre-step is improved when using images of higher resolution. Therefore, instead of using the images described earlier in Section 4.2.2 with 700 × 550 pixels, high resolution images with 2600 × 2024 pixels are used in all the subsequently discussed (virtual) experiments. The above described method of extracting and applying local boundary conditions was validated (see Appendix B) and applied for all the mixed-mode test-cases.

4.3.2 Sensitivity analysis

The virtual test-case with mode selector position $\xi = 0.7$ is analyzed. In this test-case a total of 18 images were used for the IDIC-routine: 1 reference configuration and 17 virtually deformed configurations. Figure 4.5 shows the displacement fields restricted to the imaged field of view indicated in Figure 4.2 and the reaction force in the test-setup at the location where $u_{y,\text{MMMB}}$ is prescribed in the virtual experiment (Figure 4.5). A cross-section of the displacement field at a fixed $y$-level is indicated by the dotted red line and plotted in time. The sudden force drop and the accompanying abrupt opening of the interface at increment # 10 are caused by the rapid release of elastic energy that was built up in the beams, triggering unstable interface crack propagation. After the initial drop, the force increases again as the interfacial crack-tip approaches the central pressure point that imposes displacement $u_{y,B}$ (see Figure 4.2), which arrests the unstable crack propagation.

The sensitivity of the kinematics with respect to the two effective cohesive zone parameters (in this case of the mode-insensitive model with $\zeta = 1$) is investigated by assessing the sensitivity maps $\vec{H}_i$ as defined in [Eq. 4.11] and shown in Figure 4.6. The perturbation factor $\delta \theta$ for calculating the kinematic sensitivity fields having unit [px/$\delta \theta$] (where px indicates a pixel unit), is taken as 1% of the cohesive parameter $\theta_i$ to which the sensitivity field corresponds. Figure 4.6 reveals that the displacement fields become insensitive to the cohesive zone parameters for $t > 9$, which corresponds to the time increment at which the interfacial crack propagates instantaneously through the entire field of view. Since the beams have hereafter delaminated, the beam kinematics are locally no longer directly influenced by the interface, at least not within the field of view.

Another important observation is that the sensitivity is zero near the locations at which the local boundary conditions are applied in the finite element model, around $x = 27$ [mm] and $x = 31.5$ [mm]. This is obvious because at these locations the kinematics are dictated by the boundary conditions and therefore not sensitive to the cohesive zone parameters.

In order to improve the sensitivity of the IDIC-routine with respect to the cohesive zone parameters, the region of interest is improved in space and time. Since the crack propagates through the field of view of the images and even beyond, there is no gain in shifting the region of interest more toward the center (to the left) of the specimen. However, from the
Figure 4.5. (a)-(b) The $x$- and $y$-components of the displacement fields (within the field of view) from the virtual experiment with mode selector position $\xi = 0.7$ for three time increments and for a single $y$-cross-section for all time increments $t$, and (c) the force evolution versus the prescribed displacement of the virtual experiment.

Figure 4.6. $x$- and $y$-components of the sensitivity fields in $[\text{px/}\delta\theta]$ for the two parameters $G_c$ and $\delta_c$ for three time increments and for a single $y$-cross-section for all time increments.

sensitivity fields of Figure 4.6 it is clear that the kinematic sensitivity is deficient near the initial crack-tip at $x = 32$ [mm], because of the selected locations of the subregions in which local boundary conditions are applied. Therefore, these boundary condition subregions are
shifted toward the right end of the specimen, extending the region of interest used for IDIC by $\sim 1$ [mm] and thereby capturing the initial crack-tip location. Furthermore, the images corresponding to the time increments in which the sensitivity is lost are neglected, i.e., for this case, from increment $\neq 10$ onward. This results in only 10 images to be taken into account for IDIC, corresponding to the delamination regime before the unstable force drop. The sensitivity fields corresponding to this expanded region of interest are presented in Figure 4.7 and reveal that the region in which the kinematics are sensitive to the cohesive zone parameters has been increased by $\sim 1$ [mm]. The moving crack-tip location (from the right at the first increment to the left at the final increment) is clearly visible in the $x$-components of the sensitivity maps.

The sensitivity study demonstrates that by optimizing the region of interest used in IDIC in space and time, the kinematic sensitivity of IDIC with respect to the cohesive zone parameters can be significantly improved.

4.3.3 Results for mode-independent cohesive zone parameter identification under mixed-mode conditions

The parameters of a mode-independent cohesive zone model, in which the mixed-mode parameter is set to $\zeta = 1$, are next identified for the virtual test-cases with different global levels of mode-mixedness, i.e., different mode selector positions $\xi$. The results are summarized in Table 4.1 in terms of the relative errors $\epsilon_i$ on the identified cohesive zone parameters, which are calculated as follows in [%]:

$$
\epsilon_i = \frac{\theta_i - \theta_{\text{ref}}}{\theta_{\text{ref}}} \times 100\% ,
$$

where $\theta_i$ is the identified parameter value after convergence of the IDIC-procedure, and $\theta_{\text{ref}}$ is the reference value used in the virtual experiment. The parameters were given an erroneous
initial guess at the start of the identification procedure with values of: $G_c^i = 1500 \text{ [Jm}^{-2}\text{]}$, i.e., an error of 4545% and $\delta_c^i = 4600 \text{ [µm]}$, i.e., an error of 28295%, with respect to the reference values $\theta_{\text{ref}}$, also shown in Table 4.1. The IDIC-routine successfully minimizes the

Table 4.1. Identified cohesive zone parameters and their relative errors $\epsilon_i$ in [%] of all the virtual test-cases with different mode selector positions.

|          | $\theta_{\text{ref}}$ | $\xi = 0.0$ | $\xi = 0.2$ | $\xi = 0.4$ | $\xi = 0.5$ | $\xi = 0.6$ | $\xi = 0.7$ | $\xi = 0.75$ |
|----------|------------------------|-------------|-------------|
| $G_c$ [Jm$^{-2}$] | 33.0                   | 33.5        | 33.7        | 33.3        | 33.4        | 32.8        | 33.0        | 31.0        |
| $\epsilon_{G_c}$ [%]       | -                      | 1.6         | 2.1         | 1.0         | 1.2         | -0.5        | 0.0         | -6.2        |
| $\delta_c$ [µm]           | 16.2                   | 16.5        | 16.4        | 16.3        | 16.5        | 16.1        | 16.0        | 15.1        |
| $\epsilon_{\delta_c}$ [%] | -                      | 1.9         | 1.2         | 0.6         | 1.9         | -0.6        | -1.2        | -6.8        |

image residuals, of which examples for one test-case with mode selector position $\xi = 0.7$ are shown in Figures 4.8(a) and (e). The blue horizontal band in the residual images is a masked region not taken into account in the IDIC-procedure, since pattern degradation occurs within that region due to the interface opening, which would corrupt the correlation procedure. The average absolute residual value taken over all pixels in space and time is plotted against the iteration number in Figure 4.8(b) for all virtual test-cases, showing its minimization during IDIC. Convergence towards the reference cohesive zone parameter values of the virtual experiment is achieved for all test-cases, see Figures 4.8(c)-(d).

Figure 4.8. Examples of residual fields, in percentages [%] of the images’ dynamic range, at three time increments for the initial guess of the IDIC-routine (a), and after convergence (e) for the virtual test-case with mode selector position $\xi = 0.7$. Convergence behavior (b)-(d) of the IDIC-routine in terms of the image residual and the cohesive zone parameter values for all virtual test-cases with different mode selector positions $\xi$. The blue band in the image residuals represents a masked region not taken into account in IDIC.

From these results it is concluded that the effective cohesive zone parameters are adequately identifiable under mixed-mode conditions. Only for the case with nearly pure mode-II loading conditions, i.e., mode selector position $\xi = 0.75$, errors on the identified
cohesive zone parameters above 5% emerge (cf. Table 4.1).

### 4.3.4 Mode-dependent cohesive zone parameter identification under mixed-mode conditions

So far, a mode-independent cohesive zone model has been used of which the effective parameters $G_c$ and $\delta_c$ have been identified. However, for realistic applications, different values for the cohesive zone model parameters in the normal ($n$) and tangential ($t$) directions are required to adequately describe the mode-dependent behavior. Several virtual test-cases with different levels of mode-mixedness, i.e., mode selector positions $\xi = 0, 0.2, 0.5, 0.7$, are investigated with the objective to identify the parameters, $G_{c,n}$, $\delta_c$, and $\zeta$ of the mixed-mode cohesive zone model described in Section 4.2.2.

#### Sensitivity analysis

To assess the potential for identifying the mixed-mode cohesive zone model parameters $G_{c,n}$, $\delta_c$, and $\zeta$ ($G_{c,t}$ is extracted through [Eq. 4.4]), a sensitivity analysis is first performed. Because of the additional degree of freedom $\zeta$, the sensitivity analysis is more intricate and it becomes more insightful to investigate the sensitivity matrix $M_{ij}$ [Eq. 4.10], as suggested in [45, 65, 136]. The sensitivity matrix $M_{ij}$ is symmetric, and it represents the Hessian of the Gauss-Newton scheme of [Eq. 4.8]. As becomes clear from [Eq. 4.10], it reflects the sensitivity of the optimization routine to each parameter and indicates potential cross-sensitivity that may jeopardize the optimization of cohesive zone parameters. Cross-sensitivity means that optimizing one parameter provokes the same (or highly similar) change in the kinematics as the optimization of another parameter, resulting in non-uniqueness in identifying the corresponding parameters. Spectral decomposition of the real-valued, symmetric sensitivity matrix $M$ [45, 65] allows to extract and visualize the cross-sensitivity and is mathematically written in matrix form (omitting the index notation) as:

$$ M = QDQ^T, $$

where $Q$ is an orthogonal matrix comprising columns that represent the eigenvectors $q_i$, and $D$ is a diagonal matrix containing the corresponding eigenvalues $d_i$. The eigenvalues in this matrix are typically ordered from large (the left-most diagonal element of $D$) to small (the right-most diagonal element of $D$) to which also the arrangement of the eigenvector columns $q_i$ correspond, i.e., $q_1$ corresponds to the largest eigenvalue $d_1$ and $q_3$ corresponds to the lowest eigenvalue $d_3$. The $M$-matrix, normalized by its maximum value, the corresponding eigenvalue matrix $D$, and the orthonormal eigenvector matrix $Q$ are shown in Figure 4.9 for different test-cases with different mode selector positions $\xi$.

For the case with $\xi = 0.0$, in which no mode-II kinematics is triggered by the boundary conditions, the $M$-matrix clearly indicates that the sensitivity towards $\zeta$ is indeed insignificant, since the sensitivity field $\vec{H}_\zeta$ takes near-zero values in nearly the entire spatial and temporal domain (not shown here). For that reason, this test-case is obviously not suitable for identifying $\zeta$. For the test-cases with higher mode-mixedness, the sensitivity towards $\zeta$ clearly increases.

The eigenvalue analysis allows to assess the independence of the parameter sensitivities. When the eigenvalues $d_i$ are distinct, then the eigenvectors $q_i$ form an orthogonal set, i.e.,
Figure 4.9. (a) The sensitivity matrix $M$, with $\kappa$ being the condition number of $M$, (b) the eigenvalue matrix $D$, and (c) the eigenvector matrix $Q$, for virtual test-cases with different levels of mode-mixedness $\xi$. The log-scales in $M$ and $D$ are used to improve the visible discreteness of the colors, and the signs of the values are plotted in each matrix element.

The vectors $q_i$ are linearly independent [137]. The $Q$-matrix reveals the relation between the eigenvectors $q_i$ and the original sensitivity vectors $m_i$. Particularly for the test-case with $\xi = 0.7$, the first two eigenvectors (first two columns of $Q$) are each predominately composed of combinations of two of the original vectors in $M$: $m_\delta$ and $m_\zeta$. This reveals that the original sensitivity vectors $m_i$ do not form an orthogonal set for the case $\xi = 0.7$, indicating that there is more cross-sensitivity than for the other cases, in which the eigenvectors are more or less dominated by only one of the original vectors of $M$. This may cause the corresponding interface parameters to be less uniquely identifiable for the test-case with $\xi = 0.7$. For all the other test-cases, with $\xi = 0.0$, $\xi = 0.2$ and $\xi = 0.5$, insignificant cross-sensitivity is to be expected. However, the test-case with $\xi = 0.5$ shows the highest sensitivity for all parameters, as seen in the corresponding $M$-matrix. From the relatively high sensitivity seen in the $M$-matrix, in combination with the diagonal dominance of the $M$-matrix as concluded from the eigenvalue analysis, and which is also confirmed by the relatively low condition number $\kappa$ of the $M$-matrix (printed above the $M$-matrix in Figure 4.9), it is expected that the test-case with mode selector position $\xi = 0.5$ yields the most accurate identification results for the mixed-mode cohesive zone parameters $G_{c,n}$, $\delta_c$, and $\zeta$. 


Results for mode-dependent cohesive zone parameters

The results for the different test-cases are shown in Table 4.2. All test-cases were initialized with imperfect initial guess values for the IDIC-procedure. The test-case with mode selector position $\xi = 0.5$ yields the most accurate results as expected from the sensitivity analysis above. Examples of image residual fields are shown in Figures 4.10(a) and (f) for the test-case with mode selector position $\xi = 0.5$. The average absolute residual value taken over all pixels in space and time is plotted against the iteration number in Figure 4.10(b) for all mixed-mode virtual test-cases, showing its minimization during IDIC. The convergence plots of the cohesive zone parameters are shown in Figures 4.10(c)-(e). For all virtual test-cases the image residuals are properly minimized, even for the test-cases with significant errors on the parameter $\zeta$ (cf. Table 4.2). This emphasizes that the image residual does not reflect the insensitivity towards certain parameters, which highlights the importance of the additional sensitivity analysis. Furthermore, for the test-case with mode selector position $\xi = 0.0$, exhibiting no mode-II kinematics, the insensitivity towards $\zeta$ (resulting in a significant error for $\zeta$) does not negatively affect the identification of the two other parameters $G_{c,n}$ and $\delta_c$. For the test-case with mode selector position $\xi = 0.7$, the cross-sensitivity, as identified in the corresponding sensitivity matrices of Figure 4.9, results in relatively large errors on all the mixed-mode cohesive zone parameters, revealing that cross-sensitivity has a more detrimental effect on the accuracy of the affected parameters than the insensitivity with respect to another single parameter.

The robustness of the IDIC-method is evaluated for the test-case with mode selector position $\xi = 0.5$ by initializing the IDIC-procedure with different initial guess value combinations for the three parameters. Figure 4.11 shows a logarithmic initial guess map for the following initial guess ranges: $1 \leq G^i_{c,n} \leq 1500$ [Jm$^{-2}$], $1.8 \leq \delta^i_c \leq 110$ [$\mu$m], and $0.05 \leq \zeta^i \leq 7.4$ [-], and the corresponding values after convergence. The mean values and the corresponding standard deviations are: $\bar{G}_{c,n} = 33.1 \pm 0.0007$ [Jm$^{-2}$], $\bar{\delta}_c = 16.3 \pm 0.0002$ [$\mu$m], $\bar{\zeta} = 3.0 \pm 0.0001$ [-]. The uniqueness of the solution is indicated by the small standard deviations and signifies the robustness of the IDIC-routine.

Table 4.2. The reference mixed-mode cohesive zone parameters as used for virtual experimentation, the identified parameters and their relative errors $\epsilon_i$ [%] of all the virtual test-cases with different $\xi$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
<th>$\xi = 0.0$</th>
<th>$\xi = 0.2$</th>
<th>$\xi = 0.5$</th>
<th>$\xi = 0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{c,n}$ [Jm$^{-2}$]</td>
<td>33.0</td>
<td>33.0</td>
<td>34.3</td>
<td>33.1</td>
<td>51.7</td>
</tr>
<tr>
<td>$\epsilon_{G_{c,n}}$ [%]</td>
<td>-</td>
<td>-0.1</td>
<td>3.9</td>
<td>0.4</td>
<td>56.6</td>
</tr>
<tr>
<td>$\delta_c$ [$\mu$m]</td>
<td>16.2</td>
<td>16.3</td>
<td>16.8</td>
<td>16.1</td>
<td>10.4</td>
</tr>
<tr>
<td>$\epsilon_{\delta_c}$ [%]</td>
<td>-</td>
<td>-0.4</td>
<td>3.5</td>
<td>0.6</td>
<td>-35.8</td>
</tr>
<tr>
<td>$\zeta$ [-]</td>
<td>3.0</td>
<td>3.3</td>
<td>2.0</td>
<td>3.0</td>
<td>1.4</td>
</tr>
<tr>
<td>$\epsilon_{\zeta}$ [%]</td>
<td>-</td>
<td>11.2</td>
<td>-33.7</td>
<td>0.5</td>
<td>-52.4</td>
</tr>
</tbody>
</table>
Figure 4.10. Examples of residual fields, in percentages [%] of the images’ dynamic range, at three time increments for the initial guess of the IDIC-routine (a), and after convergence (f) for the virtual test-case with mode selector position $\xi = 0.5$. Convergence behavior (b)-(e) of the IDIC-routine in terms of the image residual and the mixed-mode cohesive zone parameter values for all virtual test-cases with different mode selector positions $\xi$. The blue band in the image residuals represents a masked region not taken into account in IDIC.

Figure 4.11. Log-log initial guess map depicting the different initial guess combinations of the mixed-mode cohesive zone parameters (red squares) and the corresponding converged values (green circles, which are all in close proximity to one another).
4.4 Identification results from real experiments

The identification method is now applied to experimental results from real MMMB tests (cf. Figure 4.1) in which different levels of mode-mixedness are imposed on the bilayer specimens: \( \xi = 0, 0.25, 0.5, 0.63 \). The acquired insights from virtual experimentation regarding the increase of kinematic sensitivity by selecting a proper region of interest for IDIC in space and time (see Section 4.3.2), are applied. The real experiments are meant to prove the concept of the identification procedure and demonstrate its applicability in a real test-case. In other words, the identification procedure of IDIC, rather than the identification results for the specific interface used as a test-case, is the main focus of this Section.

4.4.1 Digital image correlation pre-step

The same DIC pre-step procedure as explained in Section 4.3.1 and Appendix B was used for extracting the kinematic boundary conditions from the experimental images, yielding low image residual fields of which an example is shown in Figure 4.12. The mean absolute value of this image residual equals 0.45 [\%], validating the use of the extracted displacements as local kinematic boundary conditions in the finite element model.

![Residual field between the deformed configuration at the final time increment and the reference configuration, expressed in [\%] of the dynamic range of the images, of the DIC pre-step in the bottom-right subregion (see Figure 4.4) of the experimental images.](image)

4.4.2 Force evaluation

Although force data is not used for identification purposes, the evaluation of the measured force gives insight in the stability of the crack propagation process. It was found that realizing consistent specimens was challenging due to improper mixing of the two-component adhesive. After a batch of specimens showed unstable crack propagation in the corresponding force-displacement curves from MMMB tests with \( \xi = 0 \) (not shown), the mixing ratio between the resin and the hardener was changed to 100:25, instead of the ratio 100:30 as prescribed by the adhesive’s manufacturer. Consequently, stable crack propagation is observed for cases with \( \xi = 0 \) and \( \xi = 0.25 \) in the force-displacement curves of Figure 4.13 as measured by a load cell and an LVDT at the location of the applied far-field boundary conditions. For most test-cases the force increases to a maximum after which it decreases. The case with \( \xi = 0.5 \) shows a sudden force-drop (snap-through), and therefore less stable crack propagation. The decreasing force is associated with a propagating, fully developed fracture process zone, resulting in delamination of the interface. The case with \( \xi = 0.63 \) does not show such a decreasing force, indicating that the interface has not failed before the experiment terminates when the maximum deflection limits of the MMMB setup’s flexure...
Figure 4.13. Force evolution of four MMMB test-cases with different mode selector positions $\xi$. The area underneath the curve for the case with $\xi = 0$ indicates the energy $\phi$ dissipated during delamination from point $A$ to point $B$.

hinges have been reached. The intact interface between the beams is also noticeable in the experimental image corresponding to the final force data point, in which no interface opening is visible (not shown). Although the true loading state is difficult to assess locally, it is likely that for the case with $\xi = 0.63$ a loading condition beyond pure mode-II is present at the interface, i.e., approaching an end notch flexure test, involving interface compression that may impede delamination through friction between the surfaces of the two spring steel beams. For the above-mentioned reasons, the experimental results for the case of $\xi = 0.63$ are excluded from further analysis.

From the force-displacement curve for $\xi = 0$, the dissipated energy $\phi$ [J] can be calculated from the area underneath the curve, as indicated in Figure 4.13. The work of separation $G_c$ [Jm$^{-2}$], which is the energy needed for the creation of new material surface during delamination, can then be calculated as follows:

$$G_c = \frac{\phi}{(a_B - a_A)w},$$

(4.14)

where $w = 5$ [mm] represents the width of the specimen, and $a_A$ and $a_B$ are the crack lengths corresponding to points $A$ and $B$ on the force-displacement curve in Figure 4.13. The work of separation calculated from the force-displacement curve for the test-case with $\xi = 0$ equals $G_c = 44.2$ [Jm$^{-2}$]. The force-displacement data may, however, contain inaccuracies due to friction and clearances in the MMMB-setup, inducing errors in the determination of $G_c$ based on the area underneath the curve. Particularly for the cases with higher mode-mixedness ($\xi > 0$), $G_c$ cannot be calculated from the force-displacement data straightforwardly due to the multi-directional nature of the applied forces on the setup for which a unidirectional force measurement is inadequate (if the forces due to lateral constraints in the clamps are not measured).
4.4.3 Mode-dependent cohesive zone parameter identification

The mixed-mode cohesive zone model parameters $G_{c,n}$, $\delta_c$ and $\zeta$ are identified by IDIC. Prior to initializing the IDIC-routine, a sensitivity analysis as described in Section 4.3.4 is performed for two cases with mode selector positions $\xi = 0.25$ and $\xi = 0.5$. The sensitivity matrix $M$, the corresponding eigenvalue matrix $D$, and the eigenvector matrix $Q$ are shown in Figure 4.14.

![Figure 4.14](image)

**Figure 4.14.** (a) The sensitivity matrix $M$, with $\kappa$ being the condition number of $M$, (b) the eigenvalue matrix $D$, and (c) the eigenvector matrix $Q$, for real test-cases with different levels of mode-mixedness $\xi$. The log-scales in $M$ and $D$ are used to improve the visible discreteness of the colors, and the signs of the values are plotted in each matrix element.

From the analysis of the $M$-matrices, it is concluded that the test-case with $\xi = 0.5$ yields the highest sensitivity for all parameters. However, the corresponding $Q$-matrix indicates significant cross-sensitivity, while the test-case with mode selector position $\xi = 0.25$ shows the most linearly independent (orthogonal) sensitivity vectors $m_i$, indicating that the test-case with $\xi = 0.25$ allows for the most unique determination of the parameters $G_{c,n}$, $\delta_c$, and $\zeta$ (since the corresponding eigenvalues $d_i$ are distinct). Therefore, the test-case with mode selector position $\xi = 0.25$ is used for the identification of the mixed-mode cohesive zone parameters. The test-case with $\xi = 0.5$ was also analyzed (not shown), but did not reach stable convergence toward a unique solution due to the cross-sensitivity, as expected from the sensitivity analysis (Figure 4.14). Figure 4.15 shows the convergence behavior of IDIC for test-case $\xi = 0.25$, initialized with the following initial guess values: $G^i_{c,n} = 20 \text{ [Jm}^{-2}]$, $\delta^i_c = 4 \text{ [\mu m]}$, and $\zeta^i = 0.1 \text{ [-]}$ in which proper minimization of the image residual is achieved. The blue horizontal band in the residual images is a masked region not taken into account in the IDIC-procedure, since pattern degradation occurs within that region due to the interface.
opening.

Figure 4.15. Residual fields, in percentages [%] of the images’ dynamic range, at three time increments for (a) the initial guess of the IDIC-routine, and (f) after convergence for the test-case with mode selector position $\xi = 0.25$. (b)-(e) The corresponding convergence behavior of the IDIC-routine in terms of the image residual and the cohesive zone parameter values. The blue band in the image residuals represents a masked region not taken into account in IDIC.

Similar to the analysis of the virtual experiments in Section 4.3.4, the robustness of IDIC is evaluated for the real test-case with mode selector position $\xi = 0.25$ by initializing the IDIC-procedure with different initial guess value combinations for the three parameters. Figure 4.16 shows the initial guess map for the following ranges of initial guess values: $1 \leq G_{c,n}^{i} \leq 500$ [Jm$^{-2}$], $0.12 \leq \delta_{c}^{i} \leq 75$ [$\mu$m], and $0.05 \leq \zeta^{i} \leq 35$ [-], and the corresponding values after convergence. For all cases, the image residual is minimized properly, while the procedure converges in a stable manner, leading to the conclusion that the method is robust against wrong initial guesses. The mean values and corresponding standard deviations of the identified parameters are: $\bar{G}_{c,n} = 49.8 \pm 4.0$ [Jm$^{-2}$], $\bar{\delta}_{c} = 7.3 \pm 1.4$ [$\mu$m], and $\bar{\zeta} = 3.3 \pm 1.3$ [-]. Considering the wide initial guess ranges it is concluded that the technique is also robust for real experiments. The identified value for $G_{c,n}$ deviates 10% from the value for $G_{c}$ as determined from the globally measured force-displacement data of Figure 4.13, reported in Section 4.4.2. Note that no force measurement data was utilized in the applied IDIC-method, making it insensitive to force measurement inaccuracies.

4.5 Conclusions

Mixed-mode delamination is an important failure mechanism in multi-layered microelectronic systems for which the local forces cannot be measured in general. Characterizing interfaces under mixed-mode loading conditions is therefore essential for the development of highly reliable microelectronic devices.

Given the specific application conditions, a characterization method requiring simplified test specimens cannot be used. Instead, an identification technique based on integrated digital image correlation (IDIC) has been developed for the characterization of interfaces loaded under mixed-mode conditions that does not rely on force measurement data nor on simplified
Figure 4.16. Log-log initial guess map depicting the different initial guess combinations (red squares) and the corresponding converged solution values (green circles, which are all in close proximity to one another) of the cohesive zone parameters of the fibrillation model of Van den Bosch et al. [135].

(2D) test specimens. Evidently, this is only possible when the elasticity parameters of one of the elastically deforming bulk materials are known, acting as a local force sensor [133]. Virtual experiments have been used to optimize the method proposed in [133] for mode-I conditions, allowing to apply local boundary conditions in the finite element model. To account for bending and shear under mixed-mode loading, a limited number of finite element nodes must be kinematically prescribed in both x- and y-directions at the outer edges of the imaged field of view. A sensitivity analysis has been carried out, revealing that the region of interest used for IDIC should be optimized in space and time. It is important to include the initial crack-tip location within the region of interest, whereas images in which the crack has fully propagated through the field of view should be omitted from the IDIC-procedure.

Convenient use was made of the strongly varying mode-angle along the fracture process zone under mixed-mode loading, enabling the identification of all mixed-mode cohesive zone parameters ($G_{c,n}$, $\delta_c$, and $\zeta$ in the tested example) from a single (virtual) experiment. A sensitivity analysis was conducted, based on the sensitivity matrix $M$, its corresponding eigenvalue matrix $D$ and its eigenvector matrix $Q$. This allows to convincingly assess the level of independence of the kinematic sensitivity vectors corresponding to each parameter.

Exploiting the analysis based on virtual experimentation, the applicability of IDIC was demonstrated on real images acquired from small-scale, mixed-mode bending experiments to identify the interface parameters of an epoxy adhesive. The mixed-mode parameters $G_{c,n}$, $\delta_c$ and $\zeta$ of a cohesive zone model were identified for a particular test configuration that was selected on the basis of the sensitivity analysis based on the $M$, $D$, and $Q$-matrices. The robustness of the identification technique was validated for the real experiments by
initializing the IDIC-routine with different initial guess values in a wide range for the three cohesive zone parameters.

In the experiments, a homogeneous interface with constant cohesive zone parameters along the entire interface, was assumed. This assumption may be invalid for realistic specimens, especially when the specimens are manually produced, as was the case in the experiments performed here. Although not demonstrated, the variability of the FE-model used within the IDIC-algorithm allows for characterizing heterogeneous interfaces by implementing a model with different cohesive zones along the interface, each with its own set of parameters. In that case, the procedure here presented for analyzing the (cross-) sensitivity of IDIC with respect to the different parameters is advised.

Integrated digital image correlation constitutes a promising, versatile technique for characterizing interfaces when (1) mixed-mode loading conditions are present at the interface, (2) the far-field boundary conditions lie outside the imaged field of view, and (3) the force measurement is unfeasible or inaccurate and the elasticity parameters of one of the bulk materials are known instead. This is particularly interesting for microstructures and microelectronic specimens with intricate 3D geometries and complex material layer stacking, although the application of IDIC on actual microelectronic devices is yet to be demonstrated in future work. Furthermore, IDIC allows for identifying mixed-mode cohesive zone model parameters from a single test as long as the mode-angle changes rapidly along the fracture process zone during the experiment.
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CHAPTER 5

An in-situ, micro-mechanical setup with tri-axial force sensing and positioning

Abstract

To enable accurate characterization of the mechanical behavior of materials at the micro-scale, e.g., in micro-systems, experiments are required that are representative of the actual (often multi-axial) loading conditions to which these materials are subjected during fabrication and operation. Equally important is the acquisition of mechanical data in the form of multi-axial force measurements, and the measurement of kinematics by in-situ microscopic techniques.

To this end, a micro-mechanical testing rig is here realized using commercially available piezo-electric actuators. It is shown that the setup measures forces with a resolution of $\sim 0.3$ [mN] in the $x$- and $y$-directions, and $\sim 50$ [mN] in the $z$-direction, over a range of 10 [N], yielding a high dynamic (force) range. Furthermore, displacements can be imposed with a resolution of $\sim 1$ [nm] over a range of 200 [$\mu$m], in all three directions ($x$, $y$, $z$). The setup is compact, vacuum compatible, and specimens are loaded on top of the setup so that the field of view is unobstructed, allowing for in-situ testing with optical and scanning electron microscopy, and optical profilometry. A generic method is developed for extracting quasi-static forces from the piezoelectric actuators. Furthermore, challenges raised from the use of commercial actuators, for which the public technical specifications are generally incomplete, are overcome and the solution strategy is described.

Proof-of-concept experiments on flexible, organic, light-emitting diodes demonstrate the potential of the setup to provide rich micro-mechanical data in the form of tri-axial force and displacement measurements. The commercial availability of the piezoelectric actuators, combined with the proposed engineering solutions lead to a generally accessible micro-mechanical test setup to investigate small-scale specimens under realistic, multi-axial loading conditions.

Keywords: micro-mechanics; tri-axial force measurement; in-situ testing; mechanical setup; piezoelectric actuator
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5.1 Introduction

Mechanical characterization of materials in microelectronics devices, e.g., light emitting diodes, computer chips, and solar cells, is challenging due to: (1) the associated small-scale deformation, (2) the small, multi-directional forces at play within the material layers and their interfaces, and (3) the complex loading conditions to which these systems are subjected during fabrication and operation. To accurately characterize microelectronic materials, high-resolution measurement techniques in terms of displacements and forces are required. Conventional methods are based on experiments in which over-simplified sample geometries and loading conditions are applied, e.g., micro-beam bending or tensile testing of dedicated, micro-fabricated specimens [78, 138–141]. This typically puts high demands on the fabrication processes of dedicated small-scale specimens, while introducing changes to the material behavior, e.g., due to processing-induced size effects [32, 33]. Moreover, these highly specific and simplified experiments do not represent the realistic conditions to which these material systems are subjected during fabrication and/or operation [142–144]. Therefore, to capture the realistic, multi-axial loading conditions in an experiment, while overcoming the above-mentioned challenges, a novel testing rig is here proposed. It is designed to mechanically test samples of actual devices, rather than dedicated specimens that are specifically fabricated for one idealized test-case.

Besides the necessity of imposing realistic loading conditions, a major challenge resides in the measurement of the mechanical quantities of interest, i.e., the forces and the displacements in all three directions. Multi-axial force transducers have been realized for, e.g., gripping and passive sensing applications (robotics) [145–147], in-situ scratch testing [148], and biaxial testing of relatively small, cruciform samples [149]. Although tri-axial load-cells are commercially accessible at the larger scale, multi-axial force measurement is not available for the purpose of in-situ, mechanical testing, where deformation must accurately be applied to a small-scale specimen, while measuring forces and imaging the deforming by high-magnification, microscopic techniques. The mechanical testing rig, presented in this chapter, is compact and vacuum compatible, and specimen loading is performed on top of the setup to realize an unobstructed field of view for in-situ optical and scanning electron microscopy. It consists of two adjacent, and oppositely positioned piezoelectric actuator stacks, enabling an autonomous actuation and force measurement along three perpendicular motion axes \((x, y, z)\). The apparatus is described in Section 5.2, with a particular focus on the methodology proposed for the force measurement.

The piezoelectric actuators were commercially acquired, making this an economically attractive setup, which is easily accessible to the research community. However, the use of commercially available actuators also raises problems to solve. Indeed, the publicly available technical specifications of commercial actuators is generally incomplete, requiring an extensive characterization of the technical properties of the piezoelectric actuators, the procedure of which is described in Section 5.3. The potential of the realized mechanical test setup is demonstrated by proof-of-concept experiments in Section 5.4, and the findings are summarized in the concluding Section 5.5.
5.2 Methodology

This section presents a method for adapting a commercial, piezoelectric actuator system, consisting of two piezoelectric actuator stacks, in order to realize a mechanical testing rig with accurate, quasi-static force measuring capabilities in three perpendicular, independent directions, without requiring additional load cells.

5.2.1 Experiment setup

Two identical, commercially available, vacuum compatible, piezoelectric actuator stacks (manufacturer: Mad City Labs, model type: “nano-3D200”) are positioned oppositely to each other, see Figure 5.1(b), and secured to a bottom plate. Each stack consists of three, independent, piezoelectric actuators in order to realize a displacement in three perpendicular directions \((x, y, z)\), without cross-talk between the axes. The displacement of each stack’s platform is accomplished by applying an electric voltage to the piezoelectric element within each actuator (i.e., each independent axis), which thereby deforms mechanically due to the reversed piezoelectric effect. The resulting motion is guided and amplified by an unknown, internal, elastic flexure hinge system to realize a positional range of \(200 \mu m\), and a positioning resolution of \(1 \text{ nm}\), in each direction. Each actuator can be controlled with or without a closed feedback control loop. Piezoresistive sensors measure the motion of each actuator, which is used in the feedback control loop for accurate positioning [150]. These motion sensors, intrinsic to the device, will be utilized for force measuring purposes, as explained in Section 5.2.2.

The setup enables the deformation of small-scale microelectronic specimens between the two actuator stacks in a variety of ways, accommodating tension, compression, bending, shearing, and any arbitrary combination of these loading conditions. The multi-axial load application enables replication of complex conditions to which microelectronic devices are subjected during their fabrication and operation.

5.2.2 Force measurement principle

The electric charge generated by a piezoelectric element is proportional to the mechanical force acting on its free surfaces. The quasi-static force measurement, based on this piezoelectric effect, is known to be challenging due to free charge carriers drifting toward the dipoles under static stress in the piezoelectric crystal, leading to leakage of electric charge and current in the electronic circuit and causing significant drift of the measured force quantity [151, 152]. Solutions proposed in the literature require detailed knowledge and precise manipulation of the system’s electronic circuit, and/or of the environmental conditions (e.g., ambient temperature, humidity) to which the system is subjected during operation [152–155]. For off-the-shelf, commercially available piezoelectric actuators, this information is not readily available. However, this problem can be overcome by calibrating one piezoelectric stage against a second piezoelectric stage. Specifically, to measure quasi-static forces in the setup presented here, the embedded piezoresistive motion sensors are utilized, together with an algorithm to circumvent the drift effects. The method is demonstrated in Figure 5.2 for an experiment on a linear elastic coil spring loaded along its axis in between the two piezoelectric actuators. For each motion axis, the piezoelectric actuator of one of the two piezo-stacks is used to accurately apply deformation to the spring, in axial direction. A
feedback control mechanism (see Figure 5.2(a)) is thereby used, with a positioning resolution of approximately 1 [mm] (minor deviations may be caused by fluctuating environmental conditions, e.g., vibrations). This piezoelectric actuator operates in the closed-loop configuration, and is henceforth called the “closed-loop actuator”. The opposite piezoelectric actuator is used without the feedback control mechanism to measure the positional change of the actuator, again in axial direction of the coil spring, caused by the force acting on it (see Figure 5.2(b)). This load-sensing piezoelectric actuator is henceforth called the “open-loop actuator”. To make the force measurement insensitive to drift, a step-wise positioning of the closed-loop actuator is required, while measuring the resulting positional change of the open-loop actuator. The closed-loop actuator applies a displacement step, and keeps the applied displacement constant for a short period of time (\(\sim 50 \text{ [ms]}\)). Because of noise and drift affecting the uncontrolled open-loop actuator, the constant displacement applied by the closed-loop actuator does not appear as a constant plateau in the open-loop actuator response. Linear regression is therefore applied to this regime in the open-loop actuator data (see the red fit-lines of Figure 5.2(b)-(c)). This procedure allows to effectively eliminate noise and drift effects that occur in between the driving steps induced by the closed-loop
Figure 5.2. Illustration of the procedure (b)-(c) used to eliminate the noisy plateau regions of the piezoresistive displacement measurement by the actuator operating without a feedback control mechanism, i.e., the “open-loop” actuator. Thereby, the displacement jumps (green lines in (c)), induced by the step-wise positioning (a) of the actuator operating with the feedback control mechanism, i.e., the “closed-loop” actuator, are recorded and accumulated (d). The force can be calculated from the accumulated open-loop displacement jumps when the system stiffness is known. Two regimes are indicated in the figures: (1) a slow increase of the displacement, followed by (2) a fast increase of the displacement.

The remaining displacement jumps (linking up the linear fits) of the open-loop actuator (see the green lines of Figure 5.2(c)) are thereby effectively recorded and accumulated. The accumulated displacements jumps of the measuring open-loop actuator (see Figure 5.2(d)) correspond linearly to the jumps in the axial force when the stiffness of the elastic hinge system of the actuator is known, the calibration of which will be discussed in Section 5.3.1. The algorithm is applied on-the-fly, meaning that the force can be measured real-time during a mechanical experiment (i.e., the force is not post-processed), and the setup can operate autonomously, employing a digital input file for driving the closed-loop actuators of each loading axis (x, y, z). In this fashion, intermittent displacement control
with quasi-static force measurement is possible. Force control, for mechanical creep experiments, and fully static force measurement, for relaxation experiments, are unfeasible, due to the long-term, nonlinear drift effects corrupting such measurements. As will be discussed in further detail in Section 5.3, proper operation requires the calibration of the system’s characteristics, such as the stiffness of the elastic flexure hinges in all three directions, and the machine compliance.

5.3 Characterization of the setup

Since the mechanical test setup consists of commercially acquired piezoelectric actuators, detailed technical specifications are not provided to the end user. Therefore, to measure force and displacement accurately, the technical specifications of the setup must be quantitatively assessed first.

This section discusses the assessment procedures and results: (1) the measurement of the axial, machine compliance, affecting the measurement accuracy of the displacement imposed on a test specimen, (2) the calibration of the internal stiffness of the elastic mechanism underlying each loading axis, affecting the force measurement accuracy of the open-loop piezoelectric actuators, (3) the cross-axial compliance that may corrupt the force measurement in the z-direction. Finally, after the setup has been assessed and calibrated, the actual force resolution for each loading axis is determined.

5.3.1 Axial machine compliance and internal stiffness

Because the testing rig has a finite stiffness, it will deform during a mechanical test. Consequently, accurate measurement of the relative clamp displacement requires knowledge of the machine compliance in each loading direction (x, y, z). The measured displacement of the closed-loop stage of each axis should be corrected in order to recover the actual relative displacement of the specimen clamps. Various factors may contribute to the machine compliance, e.g., the deformation of the elastic flexure hinge system, clearances in the setup, deformation of the machine frame, etc. It is impossible to quantify the individual contributions of such factors in a commercially acquired piezoelectric actuator. The objective here is therefore to quantify the total machine compliance, instead of identifying and characterizing the contributing factors individually.

To measure the machine compliance along each of the three axes, the two piezoelectric stacks are rigidly connected by a relatively thick steel plate, with a cross-sectional area of $30 \times 10 \, [\text{mm}^2]$, which shows negligible deformation under the maximum applicable load of the system (10 [N], as specified by the manufacturer). For each loading axis (x, y, z), a calibration experiment is conducted, where the displacement at the closed-loop actuator is prescribed, while the corresponding open-loop actuator’s displacement is monitored. When the connection is indeed rigid, the displacement difference between the open-loop actuator and the closed-loop actuator represents the machine compliance $\Delta_{mc}$, i.e., the displacement that is not transferred from the driven closed-loop actuator to the corresponding open-loop actuator. The results of the compliance calibration experiments for each axis are shown in Figure 5.3(e), where $U_{CL}$ and $U_{OL}$ are the displacements of the closed-loop (driving) actuator and the open-loop (force measuring) actuator, respectively. The similarity between the axial compliance in the x- and y-directions, and the noticeably different axial compliance
Figure 5.3. (a) Photograph of the experiment with a rigid connection (rc) between the two actuator stacks for identifying the machine compliance for all three axes from the data in (e), providing the machine compliance factors $C_{mc}$. A coil spring (cs) with a stiffness of $K_{coil} = 1.1 \times 10^4$ [Nm$^{-1}$] is loaded along the (b) $x$-, (c) $y$-, and (d) $z$-axis for determining the corresponding internal stiffness $K_{int}$ from the data in (f). To load the spring axially, yet trigger the internal stiffness of the $y$-axis of the setup (recall Figure 5.1), the two actuator stacks are both rotated 90° so that their $y$-axis corresponds with the spring axis. Solid lines represent linear regressions through the data in figures (e)-(f).

in the $z$-axis results from the likely equivalence in design of the former two stages, since they both drive in the horizontal plane. The $z$-stage, however, drives in the vertical, out-of-plane direction, which is therefore expected to exhibit a different design than the $x$- and $y$-stages. The solid lines represent linear regressions through the data, from which it is concluded that the machine compliance $\Delta_{mc}$ in each direction is linearly dependent on the open-loop displacement $U_{OL}$ in that direction, i.e.:

$$\Delta_{mc} = C_{mc} U_{OL}. \quad (5.1)$$

The constant, compliance factors $C_{mc}$, determined from the linear regressions of Figure 5.3(e), are listed in Table 5.1. [Eq. 5.1] is used to compute the compliance $C_{mc}$, and thereby the relative clamp displacement $U_{clamp}$ between the open-loop and closed-loop actuators of each axis, during a mechanical experiment:

$$U_{clamp} = U_{CL} - U_{OL} - \Delta_{mc}. \quad (5.2)$$

To convert the open-loop actuator’s deformation response to a measured force, the internal stiffness $K_{int}$ of the elastic hinge system of each piezoelectric actuator must first
Table 5.1. The machine compliance factor $C_{mc}$ [-], and the internal stiffness [Nm$^{-1}$] of each loading axis, based on linear regression on the data in Figures 5.3(e)-(f), including the 95% confidence intervals of the identified parameters.

<table>
<thead>
<tr>
<th>Axis</th>
<th>$C_{mc}$ [-]</th>
<th>$K_{int}$ [Nm$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>12.42 ± 0.02</td>
<td>$(3.476 ± 0.002) \times 10^5$</td>
</tr>
<tr>
<td>y</td>
<td>10.46 ± 0.02</td>
<td>$(2.925 ± 0.016) \times 10^5$</td>
</tr>
<tr>
<td>z</td>
<td>33.64 ± 0.03</td>
<td>$(3.867 ± 0.023) \times 10^5$</td>
</tr>
</tbody>
</table>

be identified. This is done by using a linear elastic coil spring with a known stiffness of $K_{coil} = 1.1 \times 10^4$ [Nm$^{-1}$] as a reference specimen and applying deformation with the closed-loop actuator, while measuring the deformation response of the oppositely positioned open-loop actuator, as explained in Section 5.2.2. The response of the open-loop actuator can now be translated into a force by the known stiffness of the coil spring and the measured relative clamp displacement of [Eq. 5.2], for which the machine compliance factors $C_{mc}$ are required:

$$F = K_{int}U_{OL} = K_{coil}U_{clamp}.$$  \hspace{1cm} (5.3)

The results of the coil spring experiments are shown in Figure 5.3(f). As expected, the relationship between the force in the coil spring and the open-loop response of each actuator is linear (linear regressions are represented by solid lines in Figure 5.3(f)). From the relation in [Eq. 5.3] and the results of Figure 5.3(f), the internal stiffness $K_{int}$ along each axis ($x$, $y$, $z$) is identified, the values of which are listed in Table 5.1.

5.3.2 Cross-axial compliance

A different type of compliance may jeopardize force measurements in the $z$-direction. Because experiments are performed on top of the setup (to enable an unobstructed field of view for in-situ microscopy testing), the alignment with respect to the force measuring actuator in the $z$-direction is not optimal. When forces are applied in the $x$- and $y$-directions, a force will also be registered in the $z$-direction. The in-plane forces: $F_x$ and $F_y$, induce a moment to the open-loop stage’s platform, which thereby rotates around its $x$- and/or $y$-axis (see Figure 5.1(a)). The piezoresistive displacement sensor of the $z$-axis, whose internal position is not disclosed to the user by the manufacturer, measures a displacement $u_z$ in the $z$-direction due to the platform’s rotation, which does not represent a displacement caused by a force acting in the $z$-direction. The situation is illustrated in Figures 5.4(a)-(b). The occurrence of this rotation is verified by optical profilometry measurements of a mirror surface, with a sub-nanometer roughness profile, placed on the stage’s platform. The profilometry measurements before and after application of forces of 5 [N] in the $x$- and $y$-directions, reveal an angular rotation of 0.17$^\circ$ of the platform around the $x$- and $y$-axes. An illustration of this cross-axial coupling and the optical profilometry measurements are shown Figure 5.4.

To quantify the cross-axial compliance that affects the measurement of the force in the $z$-direction, an additional experiment is conducted with a rigid connection between the platforms of the two stages. Both $x$- and $y$-axes are driven in compression and tension directions, across their full ranges and in a scanning manner, while the forces in all directions are recorded. Because of the rigid connection between the stages’ platforms, any force
Figure 5.4. (a)-(b) An illustration of the $0.17^\circ$ angular rotation caused by in-plane forces $F_x$ and/or $F_y$, resulting in a measured displacement $u_z$, and (c) the optical profilometry measurements of the stage’s platform, verifying its rotation as a result of the applied forces $F_x$ and $F_y$ with a magnitude of 5 N.

measured in the $z$-direction should be considered as artificial. The artificial force $F_{z,a}$ is thus a function of the forces $F_x$ and $F_y$, and its relation appears to be linear, as shown in Figure 5.5, i.e., it can be expressed as:

$$ F_{z,a} = C_{z,x} F_x + C_{z,y} F_y, $$  \hspace{1cm} (5.4)

where $C_{z,x}$ and $C_{z,y}$ are called the cross-compliance factors. The two cross-compliance factors can be straightforwardly characterized from a linear, planar regression through the measured data points of Figure 5.5(a). In order to investigate a potential dependence on the positive and negative regimes of the applied forces $F_x$ and $F_y$, four planar regressions are made: one in each quartile $Q_{1-4}$ of positive and negative combinations of $F_x$ and $F_y$. Moreover, the test has been repeated three times over a period of 1 hour, and with 15 minutes intervals in between each test. While the first and third test are performed under equal conditions, the second test is conducted with an added force of 1 [N] in the $z$-direction, induced by a displacement step of the closed-loop actuator of the $z$-axis. This was done to investigate the dependence of the cross-compliance on the applied force in the $z$-direction. The four quartiles and the three tests yield a total of twelve test-cases for the linear regressions. The identified parameters, i.e., the cross-compliance factors, for each test-case are shown in Figure 5.5(b)-(c). The spread on the data in 5.5(b)-(c) is mainly governed by the quartile location (distinguished by the colors of the data points), and less by the different tests (distinguished by the marker symbols of the data points). The dependence of the cross-compliance factors on the four quartiles suggests that a linear, planar regression on all data points is inadequate, since it does not properly capture the dependence of $F_{z,a}$ upon
Figure 5.5. (a) The artificial force $F_{z,a}$ in the $z$-direction is caused by the forces $F_x$ and $F_y$. Separate linear regressions are made on the data in the quartiles Q1, Q2, Q3, and Q4, and for three separate tests, to determine cross-compliance factors $C_{z,x}$ and $C_{z,y}$ for all twelve test-cases, the values of which are graphically shown in (b) and (c), respectively.

$F_x$ and $F_y$. Accordingly, [Eq. 5.4] should be extended. To this end, polynomial regressions of different orders are made on all data points of all three tests combined. The root-mean-square of deviation (RMSD) between regressions and the measured data points is plotted against the polynomial order of the regressions, as shown in Figure 5.6(b). It is clear that the linear regression is significantly less adequate than the higher order regressions. A second order regression polynomial yields an improvement of 34% with respect to the linear one. Higher (than second) order polynomial regression introduces higher order fluctuations, due to non-physical measurement noise, while not reducing the RMSD significantly with respect to the second order polynomial regression. Hence, a second order polynomial regression is adopted and the artificial force $F_{z,a}$ is written as:

$$F_{z,a} = C_{z,x}F_x + C_{z,y}F_y + C_{z,xx}F_x^2 + C_{z,xy}F_xF_y + C_{z,yy}F_y^2,$$

(5.5)

where $C_{z,i}$ are the cross-axial compliance factors as determined from the second order polynomial fit through the data from the calibration experiment, as shown in Figure 5.6(a) and listed in Table 5.2. [Eq. 5.5] is used to correct the force extracted from the open-loop
(a) artificial force correction for 2nd order polynomial

Figure 5.6. (a) Measurement of the artificial force in the z-direction (blue data points). A second order polynomial regression is made on the data points, and used to determine the cross-axial compliance factors, which is subsequently used to correct for the artificial force $F_{z,a}$, as is illustrated by the red data points. (b) RMSD vs. order of polynomial regression.

**Table 5.2.** The cross-axial compliance factors $C_{z,i}$ [-] with the 95% confidence intervals, as determined from a second order polynomial regression through the calibration data of Figure 5.6(a).

<table>
<thead>
<tr>
<th>$C_{z,x}$</th>
<th>$C_{z,y}$</th>
<th>$C_{z,xx}$</th>
<th>$C_{z,xy}$</th>
<th>$C_{z,yy}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.4222 \pm 0.0027$</td>
<td>$-1.7920 \pm 0.0040$</td>
<td>$-0.0136 \pm 0.0015$</td>
<td>$-0.0286 \pm 0.0030$</td>
<td>$-0.0393 \pm 0.0031$</td>
</tr>
</tbody>
</table>

displacement $U_{OL,z}$ as measured by the open-loop actuator in the z-axis:

$$F_z = K_{int,z}U_{OL,z} - F_{z,a},$$

where $K_{int,z}$ is the stiffness of the respective actuator system (see Table 5.1). For the calibration experiment, the measured z-force is thereby reduced to nearly zero, as shown by the red data points in Figure 5.6(a).

In spite of this correction, the artificial force may still negatively affect the resolution of the force measurement in the z-direction, as will be shown in the next section.

It was also verified whether artificial forces also occur in the x- and y-directions, for which a displacement is imposed along each of the two other axes, while measuring the corresponding forces by the open-loop actuators (not shown). To this end, the in-plane displacements, measured by the piezoresistive motion sensors of the open-loop x- and y-actuators (used for force measurements) were also measured by 2D digital image correlation on images of the moving stage platform. It was found that the x- and y-displacement of the platform correspond to that of the piezoresistive sensors within measurement accuracy. Therefore, it can be concluded that the cross-axial machine compliance can be neglected for the x- and y-force measurements.

### 5.3.3 Force resolution

To quantify the force resolution of the calibrated system, a coil spring specimen, with a (very low) stiffness of 125 [Nm$^{-1}$], is elongated by 200 [$\mu$m] by the closed-loop actuator, while the
force is measured by the open-loop actuator. The measurement is conducted separately for each direction, where the spring is loaded along its axis, equivalent to the test configurations shown in Figures 5.3(b)-(d). The resulting force-displacement curves are shown in Figure 5.7. The linear regressions verify the ability of the measurement algorithm to capture the linear elastic behavior of the coil spring. The root-mean-square deviation (RSMD) with respect to the linear regression represents the resolution of the force measurement by the open-loop actuator of each axis. The force resolution values are listed in Table 5.3, while the maximum allowed force for these piezoelectric actuators is specified by the manufacturer at 10 [N]. However, for the $z$-direction, the RSMD of the second order polynomial regression through the artificial $z$-force data in Figure 5.6 is two orders of magnitude larger than the RMSD of the regression from Figure 5.7. Here, the cross-compliance will still corrupt the force resolution in the $z$-direction (if $x$- and $y$-loads are present). Therefore, the RSMD of the artificial $z$-force regression is taken as a measure for the resolution instead, as seen in Table 5.3. Since the actuators have a load bearing capacity of 10 [N], the dynamic range, defined as the ratio between the maximum load and the force resolution, is particularly high for the $x$- and $y$-directions.

**Table 5.3.** The force measurement resolution in [N], for open-loop actuator of each axis, which should be compared to the load range of 10 [N], yielding the dynamic range.

<table>
<thead>
<tr>
<th>Axis</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution [N]</td>
<td>$1.8 \times 10^{-4}$</td>
<td>$2.8 \times 10^{-4}$</td>
<td>$7.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>Dynamic range [-]</td>
<td>$5.6 \times 10^4$</td>
<td>$3.6 \times 10^4$</td>
<td>$1.4 \times 10^2$</td>
</tr>
</tbody>
</table>
5.4 Proof-of-concept measurements

First, a three-point-bending experiment is described in Section 5.4.1, characterizing a well-defined spring steel rod specimen. The potential of the setup is further demonstrated with several other proof-of-concept experiments in Section 5.4.2.

5.4.1 Three-point bending experiment

A three-point bending experiment is conducted on a cylindrical, spring steel rod. The results are validated by analytic calculation, making use of the Euler-Bernoulli beam theory. Since special grippers are used for this experiment, the previously measured machine compliance in the $x$-direction (direction of bending) may be incomplete. Therefore, the total machine compliance in $x$-direction is measured again for the system, now including the specific grippers: $C_{mc,x} = 18.738 \pm 0.02 \, [\text{\mu m}]$.

The cylindrical rod specimen has a length of $L = 4.07 \pm 0.006 \, [\text{mm}]$ (measured optically between the outer loading points), and a diameter of $D = 400 \pm 1 \, [\mu \text{m}]$. The force $F$ is measured in the $x$-direction, along which the bending deformation is applied, by the corresponding open-loop actuator, see Figure 5.8. The relative displacement of the two piezoelectric actuators represents the deflection of the bending rod. Using the Euler-Bernoulli equation

![Figure 5.8. Force versus relative clamp displacement in the drive direction $x$, as measured by the piezo testing rig. The inset shows the part of the image that contains the three-point-bending experiment.](image-url)
for this problem, the maximum deflection \( w \) at \( x = \frac{1}{2}L \) is:

\[
w|_{x=L/2} = \frac{FL^3}{48EI},
\]

(5.7)

where \( E \) is Young’s modulus and \( I \) is the second moment of area of this cylindrical specimen. Using Young’s modulus as the unknown material parameter, applying [Eq. 5.7] on the experimental data allows to identify the Young’s modulus as: \( 211 \pm 5 \) [GPa], which is in agreement with the expected Young’s modulus of the spring steel: \( 210 \) [GPa]. The error bounds on the computed value of the Young’s modulus are determined from the error margins on the variables of [Eq. 5.7], as specified throughout this chapter. This experiment demonstrates that a setup based on two commercially available piezoelectric actuator stacks can indeed be used to perform highly accurate mechanical tests on small-scale specimens.

### 5.4.2 Organic light-emitting diode

Samples from a flexible sheet of an organic light-emitting diode (OLED) are mechanically deformed to demonstrate the potential of the setup for tri-axial, micro-mechanical testing. The samples consist of a polyethylene naphthalate (PEN) substrate with three moisture barrier layers, each consisting of an acrylate (organic) coating for planarization (OCP) [156, 157], and a \( 150 \pm 1 \) [nm] thick \( \text{Si}_3\text{N}_4 \)-coating. The thickness of the PEN substrate is \( H = 160\pm1 \) [\( \mu \text{m} \)], and the total thickness of all three (equally thick) OCP-layers is \( h = 75\pm1 \) [\( \mu \text{m} \)]. The specimens are cut to a size of \( 7 \pm 0.01 \) [mm] in length and \( 4 \pm 0.01 \) [mm] in width, by a thin razor blade with a thickness of \( \sim 10 \) [\( \mu \text{m} \)]. To facilitate viewing and recording of the deformation of the specimen over its cross-section and along its length-direction by optical microscopy, it is ground by using consecutively finer sanding paper, with \( \sim 5.5 \) [\( \mu \text{m} \)] particles for the finest step. The specimen is, thereafter, glued to the grippers of the mechanical testing rig, at the side of the substrate over the full length and width of the specimen, and partially at the side of the OCP-layers over a length of \( \sim 2 \) mm and the full width of the specimen. A schematic illustration of the OLED specimen and the locations at which it is loaded by the mechanical testing rig (the boundary conditions), is shown in Figure 5.9.

Four in-situ experiments are conducted in which interface delamination between the OCP-layers is triggered under different loading modes: (a) normal opening by driving the stage \( 100 \) [\( \mu \text{m} \)] along the \( x \)-axis, (b) in-plane shear opening by driving the stage \( 100 \) [\( \mu \text{m} \)] along the \( y \)-axis, (c) out-of-plane tearing by driving the stage \( 100 \) [\( \mu \text{m} \)] along the \( z \)-axis, and (d) a combination of the former loading modes, with \( 100 \) [\( \mu \text{m} \)] along \( x \), and \( 50 \) [\( \mu \text{m} \)] along \( y \) and \( z \), consecutively imposed in that order. In each of the four mechanical tests interface crack propagation was observed and the delamination was induced in the OCP-stack between the first and second OCP-layers (counting from the substrate), as illustrated in Figure 5.9(b). Before the specimens were loaded, a pre-crack was first produced by loading the specimen in the \( x \)-direction, while observing the force evolution. The moment when the force in the \( x \)-direction was observed to suddenly drop, the loading was stopped. The result of this loading path is a pre-crack of \( \sim 2 \) [mm], spanning the length of the specimen over which the right-hand boundary condition (glue) is applied, see Figure 5.9(a). The pre-cracked specimen was first unloaded before being reloaded in one of the four experiments (a)-(d).

The forces in all directions were recorded during the four experiments, see Figure 5.10,
Figure 5.9. Illustration of the OLED specimen. The specimen is glued to the grippers of the mechanical testing rig, at the schematically indicated locations. After loading in, e.g., horizontal direction, delamination is triggered between the OCP-layers (b). $H = 160 \pm 1 \mu m$, $h = 75 \pm 1 \mu m$.

together with several micrographs of the deformation which occurred during the experiments. The progressive increase of the $x$-force in the normal opening test-case of Figure 5.10(a)

![Graphs of force evolution in all directions](image)

**Figure 5.10.** Force evolution in all directions ($x$, $y$, $z$), as measured by the open-loop actuators of the mechanical setup during in-situ tests under (a) normal opening, (b) in-plane shearing, (c) out-of-plane tearing, and (d) a combination of loading modes, consecutively imposed in the order as mentioned above. The induced delamination is visualized by (e) optical microscopy, (f) scanning electron microscopy (SEM), of which a photograph of the setup inside the vacuum chamber is seen in (g), and optical profilometry (h).

can be explained by the fact that the delaminating layers are stretched as the experiment
progresses and the interface crack propagates. Interfacial failure is visualized by optical microscopy, as shown in Figure 5.10(e), and more detailed visual information of, e.g., the crack-tip is captured by scanning electron microscopy, as seen in Figure 5.10(f). The induced delamination is not purely mode-I, thereby preventing the measured force to reach a plateau or decrease, as is typically observed for pure mode-I loading conditions. For the in-plane shearing and the out-of-plane tearing test-cases, no significant decrease in the force slopes is observed at all, yet crack propagation, and thus delamination, is clearly observed in both experiments. The specimen of the tearing test-case shows crack propagation along the length of the interface. By using surface metrology techniques, such as optical profilometry, the out-of-plane delamination of OCP-layers subjected to tearing, can be quantitatively visualized, see Figure 5.10(h).

The specimen processing method, prescribed above, does not produce specimens with a consistent, reproducible pre-crack length, and therefore does not allow for comparison of the results between different samples. The experiments only serve to demonstrate the tri-axial capabilities of the device. The setup’s in-situ microscopic testing capabilities assists in acquiring high resolution images of the underlying microscopic (failure) mechanisms that dominate the mechanics, which facilitates the identification and validation of small-scale mechanical models. Hence, the tri-axial force measurements, in combination with high resolution microscopy and computational modeling tools, e.g. finite element method, provide rich, mechanical data, which allows for in-depth investigation of realistic, three-dimensional mechanics, which would be impossible with conventional, uni-axial mechanical tests, such as bending or tensile testing.

5.5 Conclusion

Understanding the intricate, mechanical behavior of densely stacked materials, as used in, e.g., microelectronic applications, requires mechanical experiments that mimic the realistic setting in which these material systems are fabricated and used. This chapter presents a versatile experimental approach to measure quasi-static, tri-axial forces using commercially available piezoelectric actuators. A tri-axial, micro-mechanical testing rig with sub-millinewton force sensing resolution, a high dynamic (force) range, and nanometer positioning resolution has been realized.

The leakage of charge in piezoelectric materials poses a major challenge in measuring quasi-static forces by the piezoelectric effect. The generic solution, proposed in this work, relies on the use of two piezoelectric actuators for each loading axis \((x, y, z)\) of the mechanical testing rig. One actuator is used with closed-loop feedback control to impose mechanical deformation to a specimen in a step-wise manner. The other actuator is used without the feedback control loop to measure the force in the specimen. Because of the step-wise method for driving the closed-loop actuators, the corrupting drift effects, resulting from charge leakage, can be eliminated.

The use of commercial actuators makes the device accessible, but also presents particular challenges, since the design details are not disclosed by the manufacturer. This problem is overcome through a series of dedicated calibration experiments, allowing to characterize the device’s technical properties, i.e., the internal stiffness, and the axial and cross-axial machine compliance.
This work resulted in an accurate, in-situ, tri-axial, mechanical testing rig with a relatively simple design, and constructed from commercially available components, which makes it highly accessible for academic research or industrial investigatory applications. A shortcoming of the setup is, however, its incapability of performing mechanical creep or relaxation experiments. The setup demonstrates its potential for conducting realistic, micro-mechanical, quasi-static experiments to provide rich, multi-axial, mechanical information. In combination with high-resolution microscopy, such experiments allow to investigate and characterize the mechanical behavior of microelectronic material systems in a more realistic, micro-mechanical setting.
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CHAPTER 6

Identifying mixed-mode adhesion properties of a flexible OLED

Abstract

The identification of relevant adhesion properties is important for the development of microelectronic systems, e.g., microprocessors, light-emitting diodes, etc. This is best done on an actual device, rather than on dedicated specimens, because such properties are highly specimen specific. This paper discusses how the full-field identification method of integrated digital image correlation (IDIC) can be used to identify three mixed-mode cohesive zone parameters of a flexible, organic light-emitting diode (OLED) from a single mechanical test. A tri-axial, micro-mechanical testing setup is employed for the in-situ, on-device delamination experiment, employing optical microscopy.

The microscopic magnification, required for capturing the relevant kinematics, prevents the experimentally imposed loading conditions to be captured within the field of view. Virtual experiments are firstly conducted to optimize the local boundary conditions therefore required by the finite element simulation within the IDIC-framework, and which constitutes the cohesive zone model. The virtual experiments also allow for selecting an adequate load-case for the actual experiment, in order to maximize the kinematic sensitivity of IDIC with respect to the three mixed-mode cohesive zone parameters, and identify them accurately. The image residual, minimized in IDIC, together with the convergence behavior towards the associated global minimum, provide adequate measures for assessing the trustworthiness of the solution.

The optimized load-case is subsequently used to trigger delamination of a 50 [µm] thick barrier stack from its substrate in a real in-situ experiment on a flexible OLED. The optimized boundary conditions from the virtual experiments are used in a corresponding simulation for identifying the three mixed-mode cohesive zone parameters by IDIC. The optimization scheme within IDIC was found to be robust against deviating initial guesses, and consistently converged to a unique solution for the cohesive zone parameters.
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6.1 Introduction

Interfacial delamination is one of the key failure mechanisms in microelectronic devices consisting of dissimilar material layers [8–10, 14]. An extensive number of experimental approaches has been applied in the literature to measure the adhesion properties of thin films on substrates and other microelectronic material systems [26, 158–168], although they are mainly based on the use of dedicated specimens and/or specifically induced load-cases (e.g., nanoindentation, blister tests, etc.). Adhesion properties are, however, known to be highly load-case specific and specimen-dependent [14, 22, 27–31]. Therefore, identification of relevant adhesion properties is most accurately done by conducting mechanical experiments that impose in-situ loading conditions to samples directly taken from actual microelectronic devices [169]. To this end, the specimen must be loaded in a multi-axial setting, in order to reproduce the mixed-mode conditions induced during fabrication processes by thermo-mechanical mismatch of the material layers. Because the loading conditions in such experiments are not well-defined, globally measured force-displacement data cannot straightforwardly be used for identifying the relevant adhesion properties, making full-field identification methods necessary.

In this chapter, a tri-axial, micro-mechanical testing setup is employed to induce mixed-mode delamination in specimens from a flexible, organic light-emitting diode (OLED). In-situ mechanical tests are conducted in combination with optical microscopy to capture images of the interfacial failure process. The mixed-mode parameters of a cohesive zone model are identified by correlating the images, using full-field integrated digital image correlation (IDIC) [64–66]. Since the loads in the experiment are applied outside the microscopic field of view, local boundary conditions are measured within the field of view, and subsequently applied in the finite element model, as done in previous studies [133, 170]. Prior to conducting real experiments, the identification procedure is optimized by virtual experimentation, which has proven to be instrumental for investigating the accuracy of the full-field identification method in a controlled manner. Virtual experiments facilitate the selection of a proper test configuration in order to maximize the sensitivity of the identification routine with respect to the unknown parameters. A mixed-mode cohesive zone model is thereby used to describe the interfacial behavior of the OLED stack.

Before the virtual and real experiments are discussed in Sections 6.3 and 6.4, respectively, the adopted cohesive zone model, the full-field identification method, and the experimental setup and procedures are described in Section 6.2.

6.2 Methodology

Identifying the parameters of a mixed-mode cohesive zone model is based on integrated digital image correlation (IDIC). This section describes (1) the in-situ mechanical experiment and the used specimens, (2) the cohesive zone model used within a finite element framework, and (3) the method of integrated digital image correlation.

6.2.1 Experiment setup and specimen processing

To trigger delamination in a sample from an organic light-emitting diode, a mechanical testing rig, based on piezoelectric actuators, is used [171]. The setup has the capability
of applying displacement controlled loading with nanometer resolution and over a range of 200 [$\mu$m], in all three directions ($x$, $y$, $z$), while measuring the corresponding forces with sub-millinewton resolution over a range of 10 [N]. This mechanical testing rig allows for imposing a variety of loading modes, by simultaneous loading in different directions, which is required for mixed-mode delamination tests on the interfacing material layers in the specimen. Optical microscopy is used to capture the delamination process in images with a horizontal field width of 1104 [$\mu$m], comprising pixels with a physical size of 0.5 [$\mu$m].

Specimens are processed from a multi-layer barrier sheet as used for flexible, organic light-emitting diodes (OLED). The specimen consists of a 130 [$\mu$m] thick polyethylene naphthalate (PEN) substrate and a multi-layer barrier consisting of three 25 [$\mu$m] thick, acrylate (organic) coatings for planarization (OCP) with 150 [nm] thin films of Si$_3$N$_4$ in between the OCP-layers. The multi-layer OCP-Si$_3$N$_4$ stack serves as a barrier, protecting the functional OLED layers against moisture and oxidation [172–175]. The mechanical experiment requires preparation of the specimens, for which the following protocol is pursued:

1. Specimens are cut out from a larger sheet, to a size of 9×3 [mm$^2$], by a tool consisting of two parallel, ultra-thin razor blades each having a blade thickness of 5 [$\mu$m].

2. The specimens are adhered in between two stainless steel beams, each beam having the same length and width as the OLED specimen, i.e., 9×3 [mm$^2$], and a thickness of 1 mm. The specimen’s side of the PEN-substrate is adhered to one steel beam over its full length and width, while the OCP-side of the specimen is adhered along $\sim$ 2.5 [mm] of its total length (9 mm). An illustration of the specimen, the confining steel beams, and the glued regions are shown in Figure 6.1.

![Figure 6.1](image)

**Figure 6.1.** Side-view illustration of the specimen (not to scale) with a length $L = 9$ [mm], consisting of a PEN-substrate with a thickness $H = 130$ [$\mu$m], and three OCP-layers (numbered: 1, 2, 3), each with a thickness $h = 25$ [$\mu$m], amounting to a total stack thickness of 205 [$\mu$m]. For testing, the specimen is adhered in between two 1 [mm] thick steel beams along the regions indicated in blue. The testing rig can impose displacements $U_x$, $U_y$, and $U_z$ to the top layer of the specimen, depending on the desired testing configuration, while keeping the bottom layer fixed. The thin Si$_3$N$_4$-films are not shown in this illustration. For the identification procedure (explained in Section 6.2.3), micrographs are captured within the indicated field of view (FOV).
3. The excess adhesive on the sides of the specimen, sandwiched in between the steel beams, is removed by grinding with sandpaper grit sizes of 1200, 2000, and 4000. The grinding process is done dry, i.e., without water, since moisture creeping in between the layers may be taken up by the polymers, causing the layers to swell and the interfaces to fail prematurely.

4. One longitudinal edge of the specimen is sputter coated with 20 [nm] of gold by physical vapor deposition, in order to increase the light reflection for optical microscopy used during the in-situ experiments. No additional speckle pattern is needed, since the micro-scale roughness, induced by the grinding steps, in combination with the highly reflective gold layer provides sufficient contrast for the digital image correlation procedure used within the identification method.

5. A pre-crack is made by forcing a razor blade in between OCP-layers 1 and 2 (See Figure 6.1), since preliminary experiments have consistently shown this particular interface to be the weakest in the stack and prone to fail before other interfaces do. The pre-crack is made on the left side in Figure 6.1, with approximately the same length as the region by which the OCP-layer is adhered to the steel beam, i.e., $\sim 3$ [mm]. Note that the exact pre-crack length may vary from specimen to specimen. The pre-crack in the material stack is clearly visible in Figure 6.2(c).

6. Finally, the sandwich (OLED specimen in between the two steel beams) is adhered between the grippers of the mechanical testing rig. The thickness of the steel beams (1 [mm]) prevents excess adhesive to flow over and in between the specimen’s material layers.

The identification method makes use of local boundary conditions, extracted from images of the delamination process, which will be explained in detail in Section 6.2.3. Note that, therefore, the requirements regarding the lengths of the adhered regions and the pre-crack are not stringent. Photographs of the mechanical setup and a specimen are shown in Figure 6.2.

6.2.2 Simulation of the experiment

Simulations are required for the virtual experiments, by which the identification method can be optimized, which is explained in Section 6.3. The integrated digital image correlation procedure is explained in Section 6.2.3.

For the virtual experiments, the full specimen is modeled, having a length of 9 [mm], a width of 3 [mm] and a total stack thickness of 205 [$\mu$m], in order to simulate the real experiment by the finite element (FE) method. The steel beams holding the specimen in the experiment are not modeled.

The bulk material layers of the OLED, i.e., OCP and PEN, are described by linear-elastic material models, governed by a Young’s modulus $E$ and a Poisson’s ratio $\nu$. Three-point bending experiments are conducted by the mechanical test setup of Section 6.2.1 to measure the Young’s moduli of the PEN-substrate and the OCP-layers. The experimental results of these bending tests are shown in Figure 6.3, and are used together with Euler-Bernoulli analyses to extract the Young’s moduli of PEN and OCP, which are listed in Table 6.1. The
Figure 6.2. (a) Photograph of the micro-mechanical setup, with (b) a zoom-in of the grippers to which (c) the specimen, sputter coated with gold and sandwiched in between two steel beams, is glued. In (c), a pre-crack of $\sim 2.3$ [mm] made by a razor blade can be seen. (d)-(e) show examples of optical micrographs of the delamination process used for the integrated digital image correlation procedure (Section 6.2.3).

reported mean values are used in the FE-models employed in the remainder of this chapter, unless stated otherwise. The uncertainties reported on the Young’s moduli stem from the variations in specimen widths, which have been measured optically for each tested specimen.

Figure 6.3. Three-point bending tests on (a) six PEN-substrates, and (b) six OCP-layers. The blue lines represents linear regressions through the collective data from six experiments for each material.
Table 6.1. The elastic properties of PEN and OCP.

<table>
<thead>
<tr>
<th>material</th>
<th>$E$ [GPa]</th>
<th>$\nu$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEN</td>
<td>4.91 ± 0.15</td>
<td>0.4</td>
</tr>
<tr>
<td>OCP</td>
<td>3.90 ± 0.12</td>
<td>0.3</td>
</tr>
</tbody>
</table>

To model the weakest interface between the first and second OCP-layers (see Figure 6.1), an exponential cohesive zone model [135] is used. The model relates the effective traction $\vec{T} = \vec{T}_{e}$ [Nm$^{-2}$] to the effective opening displacement $\vec{\Delta} = \Delta \vec{e}$ [m] between originally coinciding, interfacing material points. The unit vector $\vec{e}$ represents the direction of the effective separation between two associated material points at opposite sides of the interface. The traction-separation relation for normal opening is:

$$T = \frac{G_{c,n}}{\delta_c} \Delta \exp\left(-\frac{\Delta}{\delta_c}\right),$$

where the work of separation $G_{c,n}$ [Jm$^{-2}$] and the critical opening displacement $\delta_c$ (corresponding to the maximum effective traction $T_{max}$) are the model parameters. This direct scalar relation between $T$ and $\Delta$ is often observed between interfacing polymer materials [23, 130, 176]. Numerous studies reveal that the behavior of many interfaces is not equal under normal and tangential opening conditions [20, 28, 29, 121, 130, 177–180]. The adopted model can account for this. The degree of mode-mixedness is defined by the scalar $d = ||\vec{d}_1 - \vec{d}_2||$, which is determined by the direction $\vec{e}$ of the opening vector $\vec{\Delta}$ between two separating material points, see Figure 6.4. In case of pure mode-I (normal) opening, $d = 0$,

![Figure 6.4.](image)

and in case of pure mode-II (tangential) opening, $d = 2$, while $0 < d < 2$ for intermediate degrees of mode-mixedness. Together with the ratio between the work of separation in the tangential and normal directions, represented by a parameter $\zeta$, the model response varies...
for different degrees of mode-mixedness $d$:

$$T = \frac{G_{c,n}}{\delta_c^2} \Delta \exp \left( -\frac{\Delta}{\delta_c} \right) \zeta^d,$$  \hspace{1cm} (6.2)

$$\zeta = \frac{G_{c,t}}{G_{c,n}}.$$  \hspace{1cm} (6.3)

The cohesive zone model has been implemented between OCP-layers 1 and 2 (see Figure 6.1) by user-defined, planar elements in a three-dimensional finite element model, using the software package MSC.Marc. As explained above, the cohesive zone model has three governing parameters: $G_{c,n}$, $\delta_c$, and the ratio $\zeta$. Identifying these parameters for the interface between OCP-layer 1 and 2 in the OLED-specimen is the goal of this investigation. Since the interface between OCP-layers 1 and 2 is the weakest, other interfaces in the specimen are neglected, i.e., no cohesive zone elements are implemented between the other layers. Furthermore, the thin Si$_3$N$_4$-films are also neglected in the model, since the magnification of the microscopic technique employed in the experiments does not allow to visualize these layers. They can be considered to be part of the interface between the OCP-layers, since a cohesive zone model typically lumps the fine-scale damage processes (e.g., failure of Si$_3$N$_4$) at the crack-tip in a plane.

The model used for the virtual experiment incorporates Dirichlet boundary conditions, by fixing the bottom nodes of the modeled PEN-substrate in all three directions, and by kinematically prescribing the top nodes of the OCP-layer that correspond to the glued region of the experiment (cf. Figure 6.1). The finite element discretization was optimized by a mesh convergence study, yielding elements with a size of $\sim 5 \mu$m. Furthermore, the pre-crack of $3 \text{ [mm]}$ is included in the model (i.e., a region without cohesive zone elements). Illustrations of the model with the pre-crack, the applied boundary conditions, and the finite element mesh, are shown in Figure 6.5.

### 6.2.3 Integrated digital image correlation

The three cohesive zone parameters of interest are identified by integrated digital image correlation (IDIC) [66, 84, 86]. For the problem addressed here, the residual difference between a reference image of the undeformed material configuration and images of the deformed material configurations is minimized, using the displacement fields from the finite element simulations:

$$\Psi = \int_{\tau} \int_{\Omega} \frac{1}{2} \left( f(\vec{x}, t_0) - g \circ \tilde{\phi}(\vec{x}, t, \theta_i) \right)^2 \, d\vec{x} \, dt,$$ \hspace{1cm} (6.4)

where $f$ and $g$ are the scalar intensity fields of the reference configuration at time $t_0$ and the deformed configurations at time $t$, respectively. Furthermore, the symbol $\circ$ denotes a function composition. Image $g$ is a function of the mapping function $\tilde{\phi}$ that maps the pixel position vector $\vec{x}$ in image $f$ to the pixel position vector in image $g$ [103] by:

$$\tilde{\phi}(\vec{x}, t, \theta_i) = \vec{x} + \vec{h}(\vec{x}, t, \theta_i),$$  \hspace{1cm} (6.5)

using the displacement field $\vec{h}(\vec{x}, t, \theta_i)$ from the finite element simulation, incorporating the cohesive zone model of [Eq. 6.2] with its model parameters $\theta_i = [\theta_1, \theta_2, \ldots, \theta_n]^T$ (where $n$
Figure 6.5. The top panel illustrates the full-length model (not to scale) with the pre-crack and the applied boundary condition (BC) regions. The bottom BC-nodes (PEN) are fully fixed in all directions and the top BC-nodes (OCP) can be kinematically prescribed by a combination of displacements $U_x, U_y, U_z$, depending on the desired test configuration. The bottom panel shows a sub-region of the actual FE-model (deformed), where the finite element discretization is noticeable, and in which the opened cohesive zone elements are colored.

is the total number of unknown parameters). Using the Gauss-Newton method, the square image residual of [Eq. 6.4] is minimized for all pixels in the space domain $\Omega$ and the time domain $\tau$ by optimizing the model parameters in an iterative fashion:

$$\frac{\partial \Psi}{\partial \theta_i} = 0,$$

(6.6)

yielding a linear system of equations:

$$M_{ij} \delta \theta_j = b_i,$$

(6.7)
where the correlation matrix $M_{ij}$ and the right-hand side $b_i$ are:

$$
\forall (i) \in [1, n], \quad b_i = \int_\tau \int_\Omega \vec{H}_i(\vec{x}, t, \theta_i) \cdot \vec{G}(\vec{x}, t, \theta_i) \left( f(\vec{x}, t_0) - g \circ \vec{\phi}(\vec{x}, t, \theta_i) \right) \, d\vec{x} dt,
$$

(6.8)

$$
\forall (i, j) \in [1, n]^2, \quad M_{ij} = \int_\tau \int_\Omega \vec{H}_i(\vec{x}, t, \theta_i) \cdot \vec{G}(\vec{x}, t, \theta_i) \vec{G}(\vec{x}, t, \theta_i) \vec{H}_j(\vec{x}, t, \theta_j) d\vec{x} dt,
$$

(6.9)

The gradient $\vec{G}$ is here taken to be the spatial gradient of the reference image $f$, but different choices are possible [103]. Furthermore, $\vec{H}_i$ represent the kinematic sensitivities of the simulated displacement fields $\vec{h}(\vec{x}, t, \theta_i)$ with respect to each parameter $\theta_i$:

$$
\vec{H}_i(\vec{x}, t, \theta_i) = \frac{\partial \vec{h}(\vec{x}, t, \theta_i)}{\partial \theta_i},
$$

(6.10)

which are here calculated by a forward finite difference approach that requires the model response for a parameter set and the perturbed model responses for each perturbed parameter. In practice, this means that $n + 1$ simulations must be run for each iteration of the IDIC routine.

### 6.3 Virtual experimentation

Virtual experimentation exploits numerical simulations to generate virtual “experimental” data, in order to validate a method, in this case, the identification method of IDIC, for a known solution. In this case, the generated data consists of a set of intensity images representing a virtual specimen, i.e., gray values. Virtual experiments have proven to be instrumental for investigating and optimizing the identification method’s sensitivity towards the parameters of interest, as well as for understanding the detrimental effect of potential error sources [65, 95, 118, 133, 170]. This section discusses several virtual experiments in order to optimize IDIC for identifying the three cohesive zone parameters of an OLED barrier stack.

#### 6.3.1 Boundary conditions

As explained in the introduction, microscopy is required for capturing the relevant kinematics associated with the interfacial failure triggered during a micro-mechanical experiment. When magnifying a local area of interest, the loads applied at far-field locations during a mechanical experiment are not visible in the imaged field of view. This is of concern, because previous work has identified inadequate boundary conditions to be the most critical source of error for IDIC [133, 170, 182]. A solution to this problem is to avoid inaccurate assumptions on the invisible, far-field loading conditions applied during the experiment. Instead, local, kinematic boundary conditions are measured from within the imaged field of view, and subsequently applied in the finite element model of the visualized part of the specimen (which also decreases the computational costs with respect to modeling the full specimen). It is thereby essential that (1) the kinematics, induced by the far-field boundary conditions, are adequately captured by the local boundary conditions, while (2) not over-constraining
the kinematic model response. The latter is important in order to assure that the model is sufficiently sensitive to the kinematic influence of the three cohesive zone parameters: $G_{c,n}$, $\delta_c$, $\zeta$, so that they can be accurately identified by IDIC [170].

Virtual experiments provide direct insight in the role of the local boundary conditions, and are used here to select an optimal method for applying them. To this end, a virtual experiment is conducted in which the interface is opened in the normal direction by applying a total displacement $U_y = 150 \, [\mu m]$ at the boundary condition region of the top layer in the full model of the material system, as illustrated in Figure 6.5. A total of 150 increments is used for the simulation, i.e., 1 [\mu m] per increment is imposed. The displacements $U_x$ and $U_z$ are prescribed to be zero, and the bottom nodes of the modeled PEN-substrate are fixed in all directions. Opening in the normal direction by $U_y$, as opposed to opening in the tangential direction, yields the largest nonlinear deformation in the form of bending and stretching of the top OCP-layers in the modeled system. Note that this will not trigger pure mode-I delamination, since the top OCP-layers will also stretch, due to the imposed zero displacement $U_x$, resulting in a significant mode-II opening component as well. Since, in a real experiment, the images used for IDIC only capture a limited, spatial region of the entire specimen, the model used for IDIC in this virtual experiment should also correspond to the restricted field of view with its locally applied boundary conditions. The method for applying such local boundary conditions can be assessed and optimized by extracting displacements from the full-model simulation (virtual experiment), and imposing those displacements to a limited number of nodes in the model corresponding to the restricted field of view of the images used for IDIC. To this end, the kinematic model responses of the full model (virtual experiment), which uses the far-field boundary conditions, and the cropped model that uses locally applied boundary conditions, are compared by subtraction, yielding a displacement difference field. Note that for this first investigation, IDIC is not yet employed. Figure 6.6 shows the difference fields from the two model responses for the final time increment of the simulations, for different locally applied boundary conditions. The left-most column in Figure 6.6 illustrates the locally prescribed boundary condition (BC) nodes. The local boundary conditions should capture the kinematics “entering” the limited field of view sufficiently accurately to impose the correct kinematic response in the interior of the cropped model. Firstly, the boundary conditions required for the modeled OCP-stack are scrutinized. The FE-nodes near the left and right edges of the modeled OCP-stack should therefore be kinematically prescribed, while leaving the middle part of the modeled OCP-stack unconstrained. To capture the kinematics associated with bending, it is rationalized that a minimum of four horizontally spaced nodes should be used to prescribe the $y$-displacements on each side (left and right), because four nodes are needed to enforce the curvature of the bending layers and its linear variation along the horizontal direction [170]. To account for the shearing component, the $x$-displacement is prescribed in four nodes, horizontally and vertically spaced, at each side (left and right). The resulting BC are illustrated in the first column of row (a), in Figure 6.6. Since the focus lies on examining the boundary conditions for the OCP-stack, the bottom nodes of the modeled PEN-substrate are, initially, all prescribed with zero-displacements, as in the virtual experiment (full model). For this first set of local boundary conditions, shown in row (a), the difference fields still yield significant errors in the order of $1 \times 10^{-4}$ [mm]. A shear component may be missing. Therefore, another row of four nodes prescribing the $y$-displacement is added on either
Figure 6.6. Displacement difference fields $\Delta u_x$ and $\Delta u_y$ in [mm] between the full model response and the cropped model response, using local boundary conditions as illustrated in the left column. The difference fields are only shown for the final simulated increment.

Gradually, more nodes are added to investigate the effect on the displacement fields. It becomes clear that the boundary conditions, employing two rows of five nodes to prescribe the $y$-displacement and four nodes to prescribe the $x$-displacement, on either side (left and right) of the OCP-stack, yields the smallest error, as seen in row (c) of Figure 6.6. Prescribing more nodes in the OCP-stack has a detrimental effect on the accuracy of the model response. Moreover, with more prescribed nodes, the size of the kinematically free center region of the model decreases. This, in turn, reduces the kinematic sensitivity to changes in the material parameters, and with that, the accuracy with which these parameters are identified [133, 170]. Row (f) of Figure 6.6 shows a variation of the number of the bottom nodes prescribed in the PEN-substrate. Prescribing only a fraction of those bottom nodes
(e.g., 40) is inadequate, since the PEN-layer is fully fixed in all directions in the (virtual) experiment. It is thereby verified that it is indeed necessary to prescribe all bottom nodes of the modeled PEN-substrate, as was done in all the other BC (except in row (f) to test this particular effect). Furthermore, to capture kinematics entering from the left and right sides into the PEN-substrate, equivalent local boundary conditions as used in the top OCP-stack are applied in the PEN-substrate as well. These local boundary conditions are illustrated by green squares in row (g) of Figure 6.6, without arrows for the sake of visual clarity. The additional boundary conditions for the modeled PEN-substrate decrease the maximum displacement difference (e.g., for \( \Delta u_y \)) from \( \sim 5 \times 10^{-5} \) in Figure 6.6(c) to \( \sim 2 \times 10^{-5} \) [mm] in Figure 6.6(g). To conclude, the boundary conditions of row (g) in Figure 6.6 are the most adequate and will be adopted in the model used for IDIC.

### 6.3.2 Test-case selection

The virtual experiment used for the boundary condition optimization in Section 6.3.1 does not allow for identifying all three cohesive zone parameters (identification results not shown), because the sensitivity towards the parameters is insufficient. Therefore, the test configuration required for properly identifying all three mixed-mode cohesive zone parameters is investigated in detail. Four different virtual experiments are conducted, in between which the load application is varied. The simulated displacement fields from the virtual experiment are subsequently used to generate images embodying the deformation of a reference image of the virtual specimen. The reference speckle pattern is constructed by the superposition of three standard normal distributions of random gray levels, each distribution having a different width of 5, 20, and 100 pixels, see Figure 6.7(a). Thereby, the constructed reference image contains a random pattern of speckles with different sizes, and is stored in an 8-bit gray-valued image, comprising 2752 \( \times \) 910 pixels, which corresponds to a physical field of view of 1.189 \( \times \) 0.393 [mm\(^2\)], i.e., the pixel size is: 0.43 [\( \mu \)m]. Subsequently, images of the deformed, virtual specimen are generated by interpolating the pixel gray values of the reference image on displaced pixel positions, using the simulated displacements, see Figures 6.7(b)-(c).

The four different virtual test-cases, labeled (a) to (d), are described next, and are illustrated in column I of Figure 6.8, which also shows the loading paths in terms of the applied displacements \( U_x \) and \( U_y \). See Figure 6.5 to recall how the loading is applied in different directions in the (virtual) experiment. The required test-case should trigger a combination of normal and tangential delamination, so that all three mixed-mode cohesive zone parameters: \( G_{c,n} \), \( \delta_c \), and \( \zeta \), can be identified from a single experiment.

To investigate whether both normal and tangential delamination are sufficiently triggered at the interface, the mode angle is evaluated along the fracture process zone of the numerical simulation that corresponds to the field of view used within IDIC. The mode angle is calculated as: \( \psi = \tan^{-1} \left( \frac{\Delta t}{\Delta n} \right) \), where \( \Delta t \) and \( \Delta n \) are the tangential and normal components of the effective opening vector \( \vec{\Delta} \), respectively. The mode angle approaches \( \psi \approx 0^\circ \) when the normal opening component dominates, and approaches \( \psi \approx 90^\circ \) when the tangential opening component dominates. The mode angle profiles along the fracture process zone (the \( x \)-direction) are shown in column II of Figure 6.8 for each test configuration, together with the traction profile. Previous work revealed that significant spatial variations of the mode
Figure 6.7. Examples of generated images from a virtual experiment, where (a) shows the virtual specimen in the reference configuration, and (b)-(c) show the deformed virtual specimen.

angle within the imaged fracture process zone are required for identifying all mixed-mode cohesive zone parameters from a single test [170]. The interfacial crack propagates from left to right, along $x$, and the region where the traction is nonzero corresponds to the fracture process zone.

Load-case (a), see Figure 6.8(a):

The first attempt to trigger mixed-mode delamination is to firstly apply a total displacement of $U_y = 200 \, [\mu m]$ in a pre-step to open the interface in the normal direction. The field of view visualizes a section of the (virtual) specimen, in front of the crack tip, in which the interface has not yet opened due to the application of the pre-step. Therefore, this pre-step is omitted from the IDIC-analysis. The interface is subsequently loaded in the tangential direction. To this end, a displacement of $U_x = 100 \, [\mu m]$ is applied gradually in time, while the normal opening displacement is kept constant at $U_y = 200 \, [\mu m]$, resulting in an interfacial crack that propagates through the field of view of the images. These images are used for parameter identification by IDIC. As seen in column II of Figure 6.8(a), the variation of the mode angle is limited within the fracture process zone (FPZ). To achieve accurate identification of mixed-mode cohesive zone parameters, it is important that the mode angle varies from $\psi = 0^\circ$ to $\psi = 90^\circ$ within the FPZ, as was shown in [170]. Therefore, the load-case is adapted in order to try to maximize the variation of $\psi$ within the FPZ.

Load-case (b), see Figure 6.8(b):

The virtual experiment of load-case (b) simultaneously applies a total of $U_x = 25 \, [\mu m]$ and a total of $U_y = 12.5 \, [\mu m]$, i.e., a ratio of $\frac{U_y}{U_x} = 0.5$, gradually in time. The applied tangential component causes rapid crack propagation through the entire field of view, hence the applied
displacements are limited, and much smaller as opposed to the displacements applied in the
load-case (a). As can be seen in column II of Figure 6.8(b), the variation of the mode angle
is even more limited. Especially the normal opening component, corresponding to $\psi = 0^\circ$
is poorly triggered.

**Load-case (c), see Figure 6.8(c):**

To trigger more normal opening, and thereby induce a more strongly varying mode angle,
a total of $U_x = 100$ $[\mu m]$ and a total of $U_y = 70$ $[\mu m]$ are applied, i.e., a ratio of $\frac{U_y}{U_x} = 0.7$,
gradually in time. Although the normal opening component is better represented than in
load-case (b), the mode angle does not vary much within the fracture process zone. This
load-case is rather similar to load-case (a).

**Load-case (d), see Figure 6.8(d):**

The previous load-cases do not trigger both normal and tangential delamination in a bal-
anced manner. A more intricate loading path is therefore investigated, where pure mode-I
opening is targeted first, followed by a transition that targets mode-II opening. To this end,
firstly, displacements $U_y = 150$ $[\mu m]$ and $U_x = -30$ $[\mu m]$ are simultaneously applied gradu-
ally in time. The normal opening component is thereby initialized strongly, and is gradually
leveled off, while the negative tangential displacement compensates for the stretching of the
delaminating OCP-stack in the tangential direction. This results in a strong normal opening
component by which pure mode-I loading conditions are approached. Subsequently, the nor-
mal displacement is gradually decreased to $U_y = 15$ $[\mu m]$, while the tangential displacement
is gradually increased to $U_x = 30$ $[\mu m]$. By doing so, the dominant loading mode gradually
switches from mode-I to mode-II. As a result, the mode angle now varies significantly within
the fracture process zone, see Figure 6.8(d). Therefore, it is expected that load-case (d) will
yield the most accurate identification of the mixed-mode cohesive zone parameters.

**Sensitivity analysis**

The sensitivity fields of [Eq. 6.10] represent the kinematic sensitivity of the IDIC-routine
towards the degrees of freedom, i.e., the cohesive zone parameters. For accurate parameter
identification, the sensitivity must fulfill two requirements. Firstly, the sensitivity towards
each parameter must be sufficient, and secondly, the amount of cross-sensitivity should
be limited. Cross-sensitivity causes the objective function, i.e., the right-hand member of
[Eq. 6.7], to be minimized by the update of more than one parameter, and potentially leads
to a non-unique solution. Because a multitude of images in time are correlated at once, and
three degrees of freedom are thereby simultaneously optimized, it is difficult to cross-analyze
all sensitivity fields with respect to each parameter of interest. The sensitivity is more
conveniently assessed by evaluating the Hessian of the Gauss-Newton scheme of [Eq. 6.7],
i.e., the “correlation matrix” $M_{ij}$. The correlation matrix is defined in [Eq. 6.9], and it
represents the kinematic sensitivity towards all parameters of interest. The diagonal terms,
$M_{ii}$, each represent the scalar product of the kinematic sensitivity towards the corresponding
parameter and itself, whereas the cross-terms in $M_{ij}$ each represent the scalar product
of the sensitivity towards one parameter and the sensitivity towards another parameter.
Figure 6.8. Column I shows illustrations of the four load-cases (a)-(d) used in the corresponding virtual experiments. Column II shows the effective traction and the mode angle profiles along the fracture process zone (FPZ) along $x$ of the simulations used for IDIC with the reference parameter values: $G_{c,n} = 10 \, [\text{Jm}^{-2}]$, $\delta_c = 0.368 \, [\text{µm}]$ and $\zeta = 1.65 \, [-]$.

Therefore, when the $M_{ij}$-matrix is diagonally dominant, the amount of cross-sensitivity is less pronounced. To evaluate the cross-sensitivity more rigorously, a spectral decomposition of the real-valued, symmetric $M_{ij}$-matrix is computed. Omitting the index notation, the spectral decomposition is written as:

$$M = QDQ^T,$$

where the diagonal matrix $D$ contains the eigenvalues $d_i$, and matrix $Q$ comprises the corresponding eigenvectors $q_i$ in each column. When the eigenvalues are distinct, the eigenvectors compose an orthogonal set and are linearly independent. Each eigenvector $q_i$ is composed of a combination of the original sensitivity vectors $m_i$. Since $Q$ discloses the relation between the orthogonal eigenvectors $q_i$ and the original sensitivity vectors $m_i$, it reveals the level of independence of $m_i$. When $q_i$ consists of one vector $m_i$, the latter is considered to be parallel to the former. In other words, $Q$ reveals the orthogonality of the sensitivity vectors $m_i$. In case of cross-sensitivity, the sensitivity vectors $m_i$ do not align with the orthogonal eigenvectors $q_i$, and the corresponding parameters are less uniquely identifiable. The $M$-matrix and its spectral decomposition matrices $D$ and $Q$ are shown in Figure 6.9, as computed for
the four load-cases (a)-(d). The eigenvalues are arranged from large (left) to small (right) in $D$, and the eigenvectors in $Q$ are arranged accordingly.

**Figure 6.9.** The sensitivity matrix $M$, its eigenvalue matrix $D$, and its eigenvector matrix $Q$, representing the kinematic sensitivity for the four different virtual tests constituting the load-cases (a)-(d). The log-scales in $M$ and $D$ are used to improve the visible discreteness of the colors, and the signs of the values are plotted in each matrix element.

The $M$-matrix of load-case (a) reveals that mainly the sensitivity towards $\delta_c$ is relatively low with respect to the sensitivity towards the other two parameters. Moreover, for load-case (a), the third eigenvalue, $D_{33}$, is extremely low. This eigenvalue is associated with the eigenvector $q_3$ in $Q$, which is aligned with the sensitivity vector $m_{\delta_c}$. These observations imply that, for load-case (a), $\delta_c$ could be challenging to identify accurately. The same holds for load-case (c), although to a lesser extent, since the lowest eigenvalue in $D$, of which the corresponding eigenvector $q_3$ also aligns with $m_{\delta_c}$, is higher than in load-case (a). Furthermore, the $Q$-matrix of load-case (c) indicates that the sensitivity vectors $m_i$ do not align well with the orthogonal eigenvectors. Cross-sensitivity is therefore expected to occur for that load-case, mainly between the parameters $G_{c,n}$ and $\zeta$ (see eigenvectors $q_1$ and $q_2$), potentially causing these two parameters to be less uniquely identifiable. In contrast, the eigenvectors of the $Q$-matrices of load-cases (a), (b) and (d) are each composed of predominantly one sensitivity vector $m_i$, so cross-sensitivity is expected to be limited, since also the corresponding eigenvalues in $D$ are distinct. Since the matrices $M$ and $D$ of load-case (d) exhibit the largest (eigen)values, followed by those of load-case (b), it is expected that the cohesive zone parameters are most accurately identified in load-case (d), followed by load-case (b).
Identification results

Integrated digital image correlation is applied to the images generated by the four virtual experiments. The local boundary conditions, as described in Section 6.3.1, are employed in the FE-model. To investigate the isolated effect of the different load-cases on the accuracy of the identified parameters, the displacements used for the boundary conditions are extracted directly from the simulations used in the virtual experiments. Using exact boundary conditions ensures that the nodal constraints are prescribed without introducing any additional error. For each load-case, the adequacy of the boundary conditions was validated by evaluating the displacement difference fields $\Delta u_x$ and $\Delta u_y$ (not shown), which, for all cases, were equivalently low and similar to Figure 6.6(g). This allows for a clean comparison between the different load-cases, without disturbances from experimental error sources. Furthermore, no globally measured force data is used for IDIC. The known elasticity parameters of the elastically deforming material layers (PEN and OCP) serve as an intrinsic force sensor, as has been shown in previous studies [133, 170].

For each load-case, IDIC is initialized with perfect initial guess values for the parameters, and the identification results are shown in Figure 6.10. The identified parameter values and their corresponding relative errors with respect to the known reference values, are listed in Table 6.2.

Table 6.2. The reference mixed-mode cohesive zone parameters as used in the virtual experiments of the four different test configurations, and the identified parameters and their relative errors $\epsilon_i \ [%]$. 

<table>
<thead>
<tr>
<th></th>
<th>reference</th>
<th>load-case (a)</th>
<th>load-case (b)</th>
<th>load-case (c)</th>
<th>load-case (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{c,n} \ [Jm^{-2}]$</td>
<td>10</td>
<td>10.61</td>
<td>11.44</td>
<td>18.83</td>
<td>10.60</td>
</tr>
<tr>
<td>$\epsilon_{G_{c,n}} \ [%]$</td>
<td>-</td>
<td>6.12</td>
<td>14.38</td>
<td>88.30</td>
<td>6.00</td>
</tr>
<tr>
<td>$\delta_c \ [\mu m]$</td>
<td>0.368</td>
<td>0.082</td>
<td>0.377</td>
<td>0.38</td>
<td>0.378</td>
</tr>
<tr>
<td>$\epsilon_{\delta_c} \ [%]$</td>
<td>-</td>
<td>-77.86</td>
<td>2.49</td>
<td>4.35</td>
<td>2.66</td>
</tr>
<tr>
<td>$\zeta \ [-]$</td>
<td>1.65</td>
<td>1.41</td>
<td>1.33</td>
<td>1.02</td>
<td>1.51</td>
</tr>
<tr>
<td>$\epsilon_{\zeta} \ [%]$</td>
<td>-</td>
<td>-14.46</td>
<td>-19.29</td>
<td>-38.07</td>
<td>-8.41</td>
</tr>
</tbody>
</table>

For load-case (a), the largest error is on the parameter $\delta_c$, as was predicted by the sensitivity analysis, cf. Figure 6.9. The image residual, seen in column II of Figure 6.10(a), has not been properly minimized. The image residual is the most direct measure for evaluating the adequacy of IDIC. Remaining image residuals are a clear indicator of an inaccurate solution, even if the IDIC-analysis seems to have converged.

Load-case (c) comprises the second larges error on $\delta_c$, after load-case (a), which is in line with the corresponding sensitivity analysis. The cross-sensitivity between the sensitivity vectors $m_{c,n}$ and $m_{c}$, as seen in Figure 6.9(c), has also resulted in large remaining errors on $G_{c,n}$ and $\zeta$, and an inhomogeneously minimized image residual, as seen in column II of Figure 6.10(c). Although the sensitivity towards $\delta_c$, as seen in $M$ of Figure 6.9(c), is the lowest with respect to the other two sensitivities, $\delta_c$ is identified more accurately than $G_{c,n}$ and $\delta_c$. This implies that cross-sensitivity can have a more detrimental effect on the accuracy of the solution than a low sensitivity towards a single parameter.

Load-case (b) shows a more properly minimized image residual, although inhomogeneity
Figure 6.10. Column I shows the convergence behavior of the IDIC-analyses, in terms of the mean value of the image residual over the entire spatial and temporal domains, and the three mixed-mode cohesive zone parameters. Column II shows image residual fields for each load-case (a)-(d), after convergence of the corresponding IDIC-analysis. The blue band in the image residuals represents a masked region not taken into account in IDIC.

can be identified in the residual reflecting the OCP-stack. Since other regions in the residual field have reached an even lower minimum (PEN-substrate region), further minimization of the residual region regarding the OCP-stack should also be possible. It is thereby noted that for these virtual experiments there are no other mechanisms, such model errors, lighting issues or pattern degradation, by which the brightness conservation may have been jeopardized locally within the field of view. Since this is a controlled virtual experiment, these error sources do not apply, so the only remaining reason for significant spatial variation of the image residual, are inaccurate cohesive zone parameters. Although seemingly insignificant in magnitude, the inhomogeneous image residual reveals non-negligible identification inadequacy, which is verified by the significant errors on the identified parameters.

As expected from the sensitivity analysis in Section 6.3.2, as well as the traction and mode angle profiles of Figure 6.8, it is concluded that load-case (d) allows for identifying all three parameters with a reasonable accuracy, since the remaining errors are all below 10%, whereas the other cases show significantly larger errors. This is reflected by the low, homogeneously minimized image residual field in column II of Figure 6.10(d). Although for load-case (d)
the cross-sensitivity regarding parameters $G_{c,n}$ and $\zeta$ was concluded to be minimal, the sensitivity vectors $m_{G_{c,n}}$ and $m_\zeta$, do not align perfectly with the orthogonal eigenvectors, cf. Figure 6.9(d). The slight cross-sensitivity is believed to be the reason for the persistent errors on the corresponding parameters $G_{c,n}$ and $\zeta$. Load-case (d) invokes mode-I dominant interfacial mechanics in the initial phase of the experiment, and gradually evolves to mode-II delamination as the test progresses, see column I in Figure 6.8(d). This should yield sufficient kinematic sensitivity and minimal cross-sensitivity, to enable the identification of all three, mixed-mode cohesive zone parameters from a single test. The loading conditions applied in load-case (d) should therefore be used to identify the mixed-mode parameters of the cohesive zone model of \[\text{Eq. 6.2}\] from real experiments.

### 6.3.3 Robustness against deviating initial parameter guesses

The robustness of IDIC against deviating initial guess values is evaluated for the virtual load-case (d). For load-cases (a)-(c) of Section 6.3.2, initial guesses that deviated only 10% from the perfect, reference values caused divergence in the optimization routine of IDIC. This highlights the importance of the employed load-case for identifying the mixed-mode cohesive zone parameters. Only load-case (d) allowed for larger initial guess distances, as will be discussed below.

Instead of using perfect boundary conditions, extracted directly from the VE-simulation, the boundary conditions are now captured by global digital image correlation (GDIC) in the regions where the local boundary conditions are applied in the FE-model, cf. Figure 6.6(g). To this end, polynomial basis functions up to the fifth degree are used in the GDIC analysis. Subsequently, the extracted displacements are interpolated onto the nodal locations of the corresponding FE-model.

A total of eight IDIC-analyses on the images from the virtual test (d) are initialized with different initial guess values for the mixed-mode cohesive zone parameters. The initial guess values lie within the following ranges: $2 \leq G^i_{c,n} \leq 20 \text{ [Jm}^{-2}\text{]}, 0.08 \leq \delta^i_c \leq 3.68 \text{ [\mu m]},$ and $1.11 \leq \zeta^i \leq 2.72 \text{ [\mu m]}. The results are shown in Figure 6.11, where the colored lines are used to distinguish between the different initial guess cases. The mean values and corresponding standard deviations of the identified parameters are: $\bar{G}_{c,n} = 11.12 \pm 1.10 \text{ [Jm}^{-2}\text{], \bar{\delta}_c = 0.379 \pm 0.002 \text{ [\mu m]}, \bar{\zeta} = 1.42 \pm 0.20 \text{ [\mu m]}$ (recall Table 6.2 for the reference parameter values used within the virtual experiment). The consistent convergence towards equivalent results for a variety of initial guesses, indicates that a global minimum of the objective function, i.e., the image residual, is found. The image residual is the most important measure for evaluating the identification, which can be considered to be trustworthy when:

1. The residual fields for the solution are low throughout space and time, with respect to the residual fields for other parameter values (e.g., erroneous initial guesses).

2. The residual fields have minimized in a homogeneous fashion throughout space and time.

3. For different initial guesses, the image residual minimizes consistently towards the same, or highly equivalent, minimum, while the parameters converge to equivalent values.
Figure 6.11. The convergence behavior of IDIC for different initial guess values, in terms of (b) the image residual, in percentages [%] of the images’ dynamic range, and (c)-(e) the mixed-mode cohesive zone parameter values. The lines are colored to distinguish between the optimization routines initialized with different initial guesses. The red, dotted, horizontal lines indicate the reference values for the cohesive zone parameters used in the virtual experiment. (a) Examples of residual fields, at three time increments $t$ for the initial guess of the IDIC-routine corresponding to the case represented by the green curve in (b)-(e), and after convergence (f). The blue band in the image residuals represents a masked region not taken into account in IDIC.

When these observations on the results can be made, the solution is trustworthy, and is considered to be accurate.

6.3.4 The effect of erroneous elasticity parameters

The global forces associated with the applied deformation are not trivially recovered, due to the complex, multi-directional loading conditions imposed on the specimen, and the restricted field of view. When elasticity parameters of elastically deforming layers are known, and the elastic deformation is captured within the field of view, cohesive zone parameters can be identified without using globally measured force data [133, 170]. However, adopting erroneous values for the elasticity parameters may jeopardize the accuracy of the identified cohesive zone parameters. The effect of wrong elasticity parameters is therefore investigated. The uncertainty on the measured Young’s moduli of OCP and PEN, as reported in Table 6.1 of Section 6.2.2, are employed in the FE-model used for IDIC, while the mean values of Table 6.1 have been used in the virtual experiment. Four cases, each with a different
variation of one of the elastic parameters, are analyzed by IDIC, of which the results are reported in Table 6.3. By comparing these results to the previously reported results for

Table 6.3. The influence of erroneous Young’s moduli of OCP and PEN on the accuracy of the identified cohesive zone parameters. The Young’s moduli are reported in [GPa]. The reference values for the elastic parameters used in the virtual experiment are the mean values listed in Table 6.1. The reference values for the cohesive zone parameters are listed along with the relative errors $\epsilon_i [%]$ after convergence of IDIC.

<table>
<thead>
<tr>
<th>$G_{c,n}$ [Jm$^{-2}$]</th>
<th>ref.</th>
<th>$E_{OCP} = 4.05$</th>
<th>$E'_{OCP} = 3.75$</th>
<th>$E_{PEN} = 5.06$</th>
<th>$E'_{PEN} = 4.75$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{G_{c,n}} [%]$</td>
<td>10</td>
<td>11.09</td>
<td>10.29</td>
<td>10.69</td>
<td>10.65</td>
</tr>
<tr>
<td>$\delta_c [\mu m]$</td>
<td>0.368</td>
<td>0.375</td>
<td>0.378</td>
<td>0.381</td>
<td>0.375</td>
</tr>
<tr>
<td>$\epsilon_{\delta_c} [%]$</td>
<td>-</td>
<td>1.79</td>
<td>2.73</td>
<td>3.76</td>
<td>1.97</td>
</tr>
<tr>
<td>$\zeta [-]$</td>
<td>1.65</td>
<td>1.49</td>
<td>1.49</td>
<td>1.49</td>
<td>1.50</td>
</tr>
<tr>
<td>$\epsilon_{\zeta} [%]$</td>
<td>-</td>
<td>-9.61</td>
<td>-9.88</td>
<td>-9.49</td>
<td>-9.25</td>
</tr>
</tbody>
</table>

load-case (d) in Table 6.2, it is found that erroneous assumptions for the Young’s moduli have a minimal effect on the identification accuracy of the cohesive zone parameters. The image residuals do not reveal any significant inadequacies (they are therefore not shown).

6.4 Experimental results

A real delamination experiment is conducted on the OLED-specimen by the micro-mechanical setup presented in Section 6.2.1, and imposing the load-case of Figure 6.8(d). A total of 44 images are acquired during the delamination process, of which examples are shown in Figure 6.12, together with the loading paths for the applied displacements $U_x$ and $U_y$. Local boundary conditions are measured by global digital image correlation (GDIC) within four sub-regions of the images, employing fifth-order polynomial basis functions. Subsequently, the measured displacements are applied as local, Dirichlet boundary conditions within the corresponding four sub-regions of the FE-model used within the IDIC-framework, as explained in Section 6.3.1. Furthermore, since the PEN-substrate is glued to the mechanical setup, and there is a possibility that the glue layer deforms during the experiment, the bottom nodes of the modeled PEN-substrate are also measured by GDIC. This has not been done in the IDIC-analyses on the virtual experiments, described in 6.3.2, since the PEN-substrate was simply fixed in all directions during the virtual experiment, making it unnecessary to measure the associated zero displacements. The displacements within the region where the PEN-substrate is glued to the setup are measured by third-order polynomial basis functions along the full length within the field of view. Subsequently, as also explained in Section 6.3.1, all the corresponding bottom PEN-nodes in the model are prescribed by the measured displacements.

6.4.1 Sensitivity analysis

The kinematic sensitivity towards the parameters of interest: $G_{c,n}$, $\delta_c$, and $\zeta$, is evaluated by examining the correlation matrix $M$ and its spectral decomposition matrices $D$ and $Q$, ...
Figure 6.12. (a)-(c) Images of the deforming OLED-specimen, shown for three time increments during the mechanical experiment. A total of 44 images are used for IDIC. (d) The loading paths of the displacements $U_x$ and $U_y$ applied during the test, cf. Figure 6.1.

which are shown in Figure 6.13. The diagonal terms in $M$ reveal that the optimization routine of IDIC is sensitive towards all parameters. Although the sensitivity $m_{\delta_c}$ is slightly lower than the sensitivity $m_{G_{e,n}}$, it is slightly higher than the sensitivity $m_{\zeta}$. This is an even better scenario than for the virtual test-cases, in which $m_{\delta_c}$ was consistently lower than $m_{G_{e,n}}$ and $m_{\zeta}$. Furthermore, the eigenvector matrix $Q$ implies that the original sensitivity vectors $m_i$ align with the orthogonal eigenvectors $d_i$, and, therefore, cross-sensitivity is only present to limited extent.

Figure 6.13. The sensitivity matrix $M$, its eigenvalue matrix $D$, and its eigenvector matrix $Q$, representing the kinematic sensitivity of IDIC towards the parameters of interest. The log-scales in $M$ and $D$ are used to improve the visible discreteness of the colors, and the signs of the values are plotted in each matrix element.
6.4.2 Identification results

To identify the three mixed-mode cohesive zone parameters, proper initial guess values are required to initialize the IDIC-routine. Since the analysis regards a real interface in an OLED-specimen without any knowledge on the cohesive zone parameters, the range in which the solution must lie is completely unknown. Only for the mixed-mode parameter $\zeta$ it can be said that its value is unlikely to stray far from $\zeta = 1 [-]$. The Gauss-Newton scheme underlying IDIC is known to only converge to an accurate solution when initialized relatively close to the global minimum of the objective function. Therefore, to estimate the range in which the solutions for $G_{c,n}$ and $\delta_c$ should be sought, a direct-search method is applied, before employing IDIC. To this end, displacement fields are simulated for a variety of parameter sets, and are subsequently used to compute the image residual, without employing the Gauss-Newton optimization scheme. Only the parameter space regarding $G_{c,n}$ and $\delta_c$ is scrutinized, while the mixed-mode parameter is taken as $\zeta = 1 [-]$. The landscape of the image residual is shown in Figure 6.14. From the residual landscape it becomes clear that,

![Figure 6.14. The residual landscape from direct-search simulations with a variety of parameter sets, where the black circles represent the calculated image residual [%] in the parameter space spanned by $G_{c,n}$ and $\delta_c$. The colored surface is a visual aid, based on a regression through the data points. The mixed-mode parameter is taken as $\zeta = 1 [-]$.](image)

in case of $\zeta = 1 [-]$, a global minimum exists, and that the solutions for $G_{c,n}$ and $\delta_c$ lie within the ranges of the axes in Figure 6.14(b).

Therefore, a total of seven IDIC-analyses are initialized with initial guess values within the ranges: $2 \leq G_{c,n}^i \leq 20$ [Jm$^{-2}$], $0.05 \leq \delta_c^i \leq 4.4$ [$\mu$m], and $1 \leq \zeta^i \leq 2.75$ [-]. The identification results are shown in Figure 6.15.

The mean values and corresponding standard deviations of the identified parameters are: $\bar{G}_{c,n} = 7.17 \pm 0.07$ [Jm$^{-2}$], $\bar{\delta}_c = 0.419 \pm 0.014$ [$\mu$m], $\bar{\zeta} = 1.001 \pm 0.001$ [-]. These small standard deviations demonstrate convergence to the same, global minimum. Interestingly, the ratio $\zeta = 1 [-]$ implies that there is no difference between the work of separation in the normal and tangential direction for this OLED-specimen. Values for the work of separation that are equivalent for both the normal and tangential opening modes have also been found in [23, 130, 176]. In a relative sense, $\delta_c$ shows the largest standard deviation, which was anticipated by the relatively low corresponding sensitivity seen in the $M$-matrix of Figure 6.13.
Figure 6.15. The convergence behavior of IDIC for different initial guess cases, in terms of (b) the image residual, in percentages [%] of the images' dynamic range, and (c)-(e) the mixed-mode cohesive zone parameter values. The lines are colored to distinguish between the optimization routines initialized with different initial guesses. (a) Examples of residual fields, at three time increments \( t \) at the initial guess of the IDIC-routine corresponding to the case represented by the green curve in (b)-(e), and after convergence (f). The blue band in the image residuals represents a masked region not taken into account in IDIC.

In one case, \( \delta_c \) even converged to a solution significantly different from all other cases, see the purple line in Figure 6.15(d). The residual for this case seems to have been minimized when graphically evaluating Figure 6.15(b). However, examining it numerically, provides more insight. The mean image residual \( \bar{r} \) and the standard deviation for all seven test-cases are: \( \bar{r} = 2.133 \pm 0.003 \% \). It is found that the purple case in Figure 6.15 has a residual that is 0.007\% higher than \( \bar{r} \), which is more than twice the standard deviation on \( \bar{r} \). Furthermore, also the value for \( G_{c,n} \) deviates from the mean \( \bar{G}_{c,n} \) by twice the standard deviation on that mean. The combination of these discrepancies (in terms of the residual, and the solutions for \( G_{c,n} \) and \( \delta_c \)) with respect to the other cases implies that the respective optimization routine got stuck in a local minimum, and that the corresponding solution is less trustworthy than the solution found by the other IDIC-analyses. Its result is therefore not taken into account in the calculation of the mean values for the cohesive zone parameters, as reported above. The case represented by the green curve shows divergence up to iteration \# 30, but eventually converges to a solution similar to the solutions found by the other cases (except the purple case). In all, the consistent results highlight the robustness of IDIC to converge to a global minimum for a range of initial guesses.
The image residual fields have been minimized properly and acceptably homogeneously, see Figures 6.15(a) and (f). The slightly remaining residuals are caused by the inevitability of modeling errors. As found from IDIC-analyses on the virtual experiment in Section 6.3.2, the consistent convergence for a range of initial guesses, and the homogeneously minimized image residual fields provide confidence in the accuracy of the identified mixed-mode cohesive zone parameters, given the assumed cohesive zone model and elasticity parameters of PEN and OCP.

6.5 Conclusion

Identifying relevant adhesion properties in microelectronic specimens is best done on the actual device, rather than on dedicated specimens. Using an actual device as a test-specimen restricts the possibility to employ test configurations that specifically target the measurement of adhesion properties, such as the double cantilever beam experiment. As a step towards realizing on-device measurement of adhesion properties, the full-field identification method of integrated digital image correlation (IDIC) was employed to identify mixed-mode cohesive zone parameters of a flexible OLED barrier stack, and the most challenging error sources were investigated. Delamination experiments were performed by a tri-axial mechanical testing rig, which allows for imposing arbitrary loading paths in all directions. It was found crucial to optimize the load-case, so that sufficient sensitivity towards the adhesion properties is triggered. Furthermore, because a high magnification is needed to visualize the kinematics by microscopic techniques, the loading conditions applied to the specimen typically fall outside the field of view. Local boundary conditions are therefore needed for the finite element model used within the IDIC-framework. These boundary conditions should adequately capture the kinematics imposed by the far-field load application, but care must be taken not to over-constrain the kinematics and thereby undermine the required sensitivity towards the parameters. No globally measured force data was used for the identification procedure. The known elasticity parameters of the elastically deforming material layers within the imaged field of view serve as an intrinsic force sensor. Erroneous assumptions for the Young’s modulus of either PEN or OCP, within the expected measurement uncertainty, were shown to have a minor effect on the identification of the cohesive zone parameters.

The challenges regarding the local boundary conditions and the test configuration have been investigated by virtual experimentation. The virtual experiments allowed for evaluating and selecting a proper load-case and boundary conditions, so that all cohesive zone parameters could be accurately identified from a single, mechanical test. Sensitivity analysis, based on the correlation matrix $M$ and its spectral decomposition matrices $D$ and $Q$, has proven to be useful for anticipating the trustworthiness of the identification. Sufficient kinematic sensitivity towards the parameters of interest and minimal cross-sensitivity are crucial for identifying the cohesive zone parameters with satisfactory accuracy. The virtual experiments demonstrated that the identification results can be trusted to be accurate when: (1) consistent minimization towards similar image residuals occurs for IDIC-analyses employing different initial parameter guesses, (2) the remaining image residuals are homogeneous in space and time, (3) consistent convergence towards equivalent solutions are found for IDIC-analyses initialized with different initial parameter guesses.

The load-case and the boundary conditions, firstly optimized on the virtual experiments,
were subsequently employed for IDIC-analyses on a real mechanical experiment on a flexible OLED-specimen. Three mixed-mode cohesive zone parameters (i.e., $G_{c,n}$, $\delta_c$, and $\zeta$) were successfully identified from a single mechanical test, and the results were considered to be trustworthy by evaluating the convergence behavior and image residual fields.

The flexible specimen explored in this chapter exhibited significant deformation. For more rigid microelectronic material systems it will be even more challenging to achieve sufficient kinematic sensitivity, because of the limited amount of deformation. However, by using sufficient magnification, a proper load-case, and the full-field identification method of IDIC with local boundary conditions, rich kinematic data can be exploited to yield maximum sensitivity. The image residual fields constructing the objective function of the optimization routine in IDIC provide a direct measure for assessing the trustworthiness of the solution, making IDIC a promising technique for measuring relevant adhesion properties by on-device, mechanical experiments.
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Conclusions & future research

A numerical-experimental method for the full-field identification of relevant adhesion properties of interfaces in microelectronic devices was scrutinized in this dissertation. To this end, a micro-mechanical setup and an identification procedure, based on integrated digital image correlation, have been developed and investigated. The most important conclusions are listed below with references to the research questions (RQ) raised in the introduction. Subsequently, a summary of the remaining questions and a perspective on future research is given.

Conclusions:

1. Integrated digital image correlation (IDIC) and finite element model updating (FEMU) behave similarly under the influence of various error sources. However, for test-cases involving complex kinematics, small displacements, and image noise, the former method outperforms the latter (RQ.3 and RQ.4). The better performance of IDIC is mainly attributed to its one-step nature, in which critical regularization choices in the DIC algorithm are omitted, compared to the two-step method of FEMU, where essential choices, with difficult-to-anticipate consequences, are left to the user. Because deformation of small-scale, microelectronic specimens involves both complex kinematics and small displacements, IDIC is considered the most appropriate method for identifying the adhesion properties of interfaces in such material systems (RQ.4).

2. The accuracy of IDIC in identifying cohesive zone model parameters is strongly affected by the boundary conditions applied in the employed finite element model, constituting a critical error source (RQ.3). The method is, on the other hand, relatively insensitive to other error sources, such as an incorrectly assumed pre-crack length (in case of a double cantilever beam experiment), image noise, and erratic motion during an experiment.

3. The far-field locations where loads are applied in a micro-mechanical experiment typically fall outside the imaged field of view, due to the visual magnification required for capturing the governing kinematics at the scale of the micro-structure. Since boundary conditions are found to be the most critical source of error, this necessitates the
measurement of local boundary conditions that are subsequently used in the finite element model for the full-field identification procedure (RQ.1 and RQ.2).

4. The exact requirements for applying boundary conditions in the finite element (FE) model vary per test-case. The key challenge is to capture the local kinematics induced by the experimentally applied, far-field boundary conditions, and impose them in the model, while not over-constraining the model kinematics (RQ.2). General recommendations are, therefore, to kinematically prescribe a minimum number of FE-nodes at adequate locations, and to space the boundary condition nodes sufficiently to minimize local stress fluctuations in the FE-simulation (RQ.1). For an arbitrary test-case, computational analyses in the form of virtual experimentation, can be instrumental to acquire insight and establish adequate, local boundary conditions (RQ.1).

5. No force data is required for identifying cohesive zone model parameters when the elastic properties of one of the elastically deforming materials are known, and when that elastic deformation is contained within the visual data used for the full-field identification procedure (RQ.1).

6. Sensitivity maximization is essential for achieving sufficient identification accuracy. The analysis of the kinematic and/or force sensitivity is best done by evaluating the full-field sensitivity maps, even though this remains challenging in the presence of cross-sensitivity (RQ.2). Evaluating the correlation matrix and its eigenvalue decomposition can provide insightful information by which the experiment can be optimized to yield the highest sensitivity to the unknown parameters, while decreasing the corrupting effect of cross-sensitivity (RQ.1).

7. Cross-sensitivity may have a more detrimental effect on the accuracy of identified parameters, than insensitivity to a single parameter (RQ.3).

8. The mixed-mode conditions at the interface are difficult to control in an experiment (RQ.2). Even with highly specialized experimental equipment by which the globally imposed mix of normal and shear loads can be carefully controlled, the local degree of mode-mixedness along the fracture process zone of the delaminating interface was observed to vary strongly (Chapter 4). This fact was conveniently used in Chapter 4. Instead of conducting several experiments to identify the mixed-mode cohesive zone parameters, it was found that for this interface, one experiment in which an intermediate, global mode-mixedness is imposed, suffices. It is, however, important that the experiment sufficiently triggers both normal and shear opening components at the interface (RQ.1). Sensitivity analyses provide insight in selecting suitable test configurations, in terms of the globally imposed mix of normal and shear loads, for identifying mixed-mode cohesive zone parameters by integrated digital image correlation (RQ.1).

9. A micro-mechanical apparatus was realized that facilitates the investigation of mechanical, interfacial failure mechanisms in microelectronic devices or samples thereof (RQ.1). The device consists of two commercially available piezoelectric actuator stacks, and it can accomplish tri-axial force sensing and positioning. Despite lack of knowledge
regarding the commercial actuators’ technical details, thorough calibration of the device’s operational properties allows for converting piezoelectric motion actuators into force sensors. The setup is thereby dedicated to conduct versatile experiments with separate or combined loading capabilities in three directions by nanometer displacement control, and sub-millinewton force measurement. The setup demonstrated its capability to conduct in-situ tests with a variety of microscopic techniques, including optical and scanning electron microscopy, and optical profilometry (RQ.1). Any changes made to the micro-mechanical setup, such as the use of different specimen grippers, requires re-calibration of the setup’s operational properties. In particular, the machine compliance must be carefully re-evaluated (RQ.1).

10. On-device testing limits the possible test configurations for adequately identifying relevant adhesion properties (RQ.2). Sensitivity analysis should be exploited to optimize the load-case for triggering the required kinematics, before real experiments are conducted (RQ.1).

11. The image residual is the most direct measure for evaluating the identification results. The trustworthiness of the solution can be assessed by examining the image residuals and the convergence behavior of the optimization routine underlying IDIC (RQ.1). The solution may be trusted to be accurate when (1) the image residual fields are low and homogeneous throughout space and time, and when (2) the optimization routine consistently converges to the same solution for different initial parameter guesses.

Remaining questions, challenges, and perspectives on future research:

1. The adequacy of local boundary conditions is evaluated by computational analysis of the relevant test-case in the form of virtual experimentation. However, the actual choices regarding the application of these boundary conditions, i.e., the number of prescribed nodes and their locations, is still rather arbitrary, although a pragmatic procedure for their selection has been proposed. A more rigorous approach to assess the application of adequate boundary conditions is desirable.

2. A step towards identifying adhesion properties of multi-layer interface systems has been established, although only for the case of a single interface failing in a stack during a mechanical test. To realize a more complete identification approach relevant for microelectronic material stacks, the method must be further developed to deal with multiple interfaces failing simultaneously. The intricacy of this situation could first be examined by virtual experimentation. This should focus on how the sensitivity of the identification method, towards the parameters of interest, is affected by the potentially interacting interfaces.

3. The currently developed methodology assumes homogeneous interfaces. The presence of heterogeneity along microelectronic interfaces may pose a realistic problem, due to the potentially heterogeneous, underlying microstructures of the interfacing materials. A future research question could therefore be: how can adhesion properties be identified for a heterogeneous interface? As a first approach, heterogeneity may be implemented into the identification method by subdividing the modeled interface into
regions, each exhibiting their own set of interface parameters (e.g., using a cohesive zone model). This would make the adhesion properties a function of a spatial coordinate, to be identified for each spatial subregion. The approach suggested here would, however, be limited by the arbitrary choices made in defining the spatial subregions. Once again, virtual experimentation would yield insight into the potential of dealing with the problem of heterogeneous interfaces.

4. This dissertation was concerned with two-dimensional, full-field measurement techniques, based on images of the specimen’s surface, and from which a mixture of mode-I and mode-II properties were identified. It is relevant to inquire how the method can be extended to include the identification of adhesion properties from additional, out-of-plane, mode-III delamination. Digital image correlation is already being applied to measure three-dimensional kinematics from 3D imaging techniques or in a quasi-3D setting from surface metrology methods, such as optical profilometry (digital height correlation). It would be interesting to combine three-dimensional, mechanical experiments (yielding tri-axial force data) with three-dimensional simulations to recover the relevant adhesion properties. A key challenge therein would be to extract accurate, local boundary conditions from the available visual data for which the image resolution may still be insufficient at present.

5. The number of possible test configurations for on-device tests is limited by the predefined specimen geometry of actual microelectronic devices. In this work, the adhesion properties of a flexible OLED display have been successfully identified. To achieve this, significant efforts were required to select a proper load-case for the experiment. For more rigid microelectronic specimens, it is likely to be even more difficult to select the appropriate load-case that triggers sufficient kinematic sensitivity for identifying mechanical parameters. This problem must be tackled in order to achieve on-device adhesion measurements of microelectronics in general (not only flexible systems). The use of local boundary conditions allows for approaching the problem by employing a higher microscopic magnification, so that more small-scale kinematics can be visualized.
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Single cantilever beam bending experiment

To validate the local boundary condition application method of Chapter 3, a fully-defined test-case with a single cantilever beam is studied. A load, in the form of a fixed mass of $51.3 \times 10^{-3}$ [kg], is applied to the left end of an aluminum beam (modeled by a point load of 0.503 [N] in the corresponding FE-model), while the right end is clamped (see Figure A.1(a)). The clamped, right-hand side of the specimen is firstly modeled by fixing the corresponding nodes. Subsequently, the strategy as explained in Section 3.5, is employed: the physical boundary conditions are replaced by boundary conditions at the selected nodes, but that do not correspond to the physical application of the boundary conditions. To this end, displacements are first measured by a DIC pre-step in a subregion at the clamped edge (right-hand side in the image), and subsequently the corresponding nodes on the neutral axis of the beam model are kinematically prescribed. The number of prescribed nodes is varied. The length, width and thickness dimensions of the beam are, respectively: $144.5 \times 20.15 \times 1.99$ [mm$^3$]. In this experiment, the load application falls within the field of view, so the proposed method for applying boundary conditions in a restricted field of view can thereby be properly assessed. The goal is to conduct IDIC to identify Young’s modulus $E$, which is initialized with a value of $E^i = 70$ [GPa]. The results for Young’s modulus $E$ are presented in Figure A.1. The Young’s modulus of this aluminum alloy (EN AW-6082) has been specified to have the value of $E = 70 \pm 1$ [GPa] [183].

When the clamped side is modeled as a real fixture (fully constraining the corresponding nodes), the identification result is the least accurate (red line). Similar oscillatory behavior of the parameter convergence was also observed in the results for the DCB experiment in Figure 3.3(b) of Section 3.3. Increasing the number of prescribed nodes improves the parameter identification and from these results it is validated that IDIC with a FE-model employing four kinematically prescribed nodes is most accurate, yielding a Young’s modulus: $E = 69 \pm 1$ [GPa]. The stated uncertainty is based on the uncertainty of the geometric parameters used in the finite element model, the uncertainty of the applied force (in the form of a calibrated mass), and the uncertainty of measurement of the local boundary conditions by digital image correlation.
Figure A.1. Results from IDIC on two images (a) and (b) of a single cantilever beam experiment. The number of prescribed nodes at the fixed end (on the right) is varied in the corresponding FE-model.
The digital image correlation (DIC) “pre-step”, used in Chapter 4 to measure the kinematic boundary conditions for the local finite element model, utilizes global 2D polynomial basis functions up to the fourth degree [105]. Results of the DIC pre-step are presented in terms of the remaining image residuals after convergence (expressed in [%] of the dynamic range of the images). Figure B.1 shows two examples of such image residuals for the DIC pre-step conducted on the top-right subregion (see Figure 4.4) of images of virtually deformed artificial speckle patterns with different pixel resolutions. Using the images described in Section 4.2.2, with 700 × 550 pixels, relatively large image residual fields remain after convergence of the DIC pre-step. The residual artifacts seen in Figure B.1(a) indicate that the corresponding DIC pre-step is too inaccurate for boundary condition extraction (discussed below). In a separate virtual test-case with artificially rotated images, similar artifacts were observed in the image residual fields (not shown). Various global DIC-routines with different image interpolation schemes were tested, yielding the conclusion that such residual artifacts are caused by interpolation errors and can be diminished by increasing the pixel resolution [96, 100, 101], effectively increasing the number of pixels per speckle pattern feature. When the pixel resolution was increased to images comprising 2600 × 2024 pixels, the image residuals of the DIC pre-step were significantly reduced, see Figure B.1(b).

Since the simulated displacements are of great importance for the accuracy of the IDIC-routine, the errors on the simulated displacements due to inaccuracies in the DIC pre-step are quantified and investigated. To this end, the error fields $\epsilon_hx$ and $\epsilon_hy$ between the nodal

![Figure B.1](image.png)
displacements \( h_x \) and \( h_y \) simulated by the virtual experiment (VE) and the local finite element model with local boundary conditions measured by the DIC pre-step are evaluated. This is done for the spatial domain corresponding to the region of interest that will be used for IDIC (see the IDIC ROI in Figure 4.4). The two cases with the low resolution images of \( 700 \times 550 \) pixels and the high resolution images of \( 2600 \times 2024 \) pixels are compared. The difference fields are calculated as follows:

\[
\epsilon_{h_x} = h_{x,VE} - h_{x,local}, \\
\epsilon_{h_y} = h_{y,VE} - h_{y,local},
\]

and are subsequently divided by the pixel size: \( 10.7 \, \mu m \) for the low resolution images and \( 2.7 \, \mu m \) for the high resolution images, in order to evaluate the difference fields in terms of pixels [px]. The difference fields are shown in Figure B.2 for three time increments \( t \) and for a single \( y \)-cross-section for all (thirty) time increments. These results confirm that when

\[ \text{high resolution images are used for the DIC pre-step, the resulting error in the displacement with respect to the reference displacement from the virtual experiment is smaller than when low resolution images are used. Besides the interpolation errors improving, the DIC pre-step accuracy, typically } \sim 0.01 \, \text{[px]} \, [45, 96], \text{is determined by the pixel size and is improved in the case of smaller pixels. The average of the displacement errors in Figures B.2(c)-(d) for the case of high resolution images is } 5.4 \times 10^{-3} \, \text{[px]}, \text{which corresponds to } 15 \, \text{[nm]}. \]

Figure B.2. The \( x \)- and \( y \)-components of the displacement difference fields from the virtual experiment and the finite element simulation with local boundary conditions extracted from low resolution (a)-(b) and high resolution (c)-(d) images. The error fields are shown for three time increments, and for a single \( y \)-cross-section for all time increments.
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